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Address By
Dr. Munir Ahmad, Patron ISOSS

e Hon. Tanveer Ashraf Kaira,
Minister of Finance, Planning & Development, Govt. of the Punjab
e Prof. Dr. Muhammad Nizamuddin,
Vice-Chancellor, University of Gujrat
e Respected delegates from Iran, Germany, Libya, USA
e My colleagues, Students, Ladies and Gentlemen,

I, on my behalf and on behalf of Islamic Countries Society of Statistical Sciences take
this opportunity to thank you for sparing your precious time from such a busy schedule. |
know that you are visiting around the Province of Punjab for improving its infrastructure,
governance and removing numerous ills that itch public in general and government in
particular.

I congratulate Dr. Muhammad Nizamuddin, Vice-Chancellor a strong administrator,
for making strenuous efforts to develop this newly established University of Gujrat at par
with any international university. His proven track record shows his capabilities,
competence and will to work for the university.

I deeply appreciate University’s programmes to create alliances amongst statisticians
by organizing seminars for exchange of knowledge and experiences for better
understanding and advancement of progressing areas of engineering, health, industrial,
computer and telecom technology. It is our Government’s cherished desire that we must
make intensive and sustained struggle to expand the horizons of Statistics and Social
Sciences which facilitate building of a system free of exploitation, inequality and
repression and helps to formulate plans and policies to eliminate poverty from the Society
and to improve standards of living of the people.

Statistical scientists of academia should share their scientific potential and expand
their database. This will help Pakistan by bringing technology to their door-steps which,
of course, could be utilized for the betterment of the Muslim Ummah.

The society, while celebrating its 20 years journey, was established way back in 1988,
during the first Islamic Countries Conference on Statistical Sciences held at Lahore with
the objectives to:

e bring together research workers and practitioners in statistical sciences from
Islamic Countries through mutual exchange program,

e organize and strengthen a central information system by establishing data banks
and centres of information.

e associate statistically developed countries to help in developing and transferring
statistical technology to Islamic Countries.

e organize conferences, seminars, colloquia, workshops, short courses, and any
other means of communication helpful in exchanging scientific ideas.

| feel really proud of its existence, as the society had held nine International
Conferences at Lahore, Morocco, Malaysia, and Indonesia, and numerous national



conferences, seminars and workshops. The 10th Conference will hopefully be held in
Egypt some time in 2009.

The Society had the honour of organizing Fourth Meeting of Heads of National
Statistical Organizations of the OIC Member Countries at Lahore on behalf of Statistics
Division, Government of Pakistan and Statistical, Economic & Social Research and
Training Centre (SESRIC-OIC), Ankara, Turkey. At each conference more than 30
countries had been taking active part.

| feel pride to inform that ISOSS is the only society that helps and encourages
researchers and M.Phil. / Ph.D. students around Pakistan. So far, more than 40 students
have completed their M.Phil./Ph.D. Degrees under the guidance of the Research
Guidance Cell and about more than 50 students are in the process of finalizing their
M.Phil./Ph.D. researches.

Another landmark of the society, Pakistan Journal of Statistics (PJS) is an
internationally recognized journal which is the only Pakistani journal recognized by
Higher Education Commission, Government of Pakistan on the basis of its impact factor
1.2 (2004). The Pakistan Journal of Statistics has been graded “B” by FIDES Journal
Rating 2002 among 2000 journals in all disciplines.

There are 57 Muslim countries with more than one billion population, which account
for more than 25% of the World population with a very low GNP. Everywhere the
physical and human resources remain under-utilized. We need collective self-reliance in
the Islamic Community, mutual cooperation and extensive exchange of scientists. Hence
statistics plays a key role in the socio-economic and scientific development of a country.
The current state of Muslim world under-development is due to decline in the knowledge
of science and technology where Muslims had played a leading role in the past. Let me
share the administrative capabilities of Hazrat Omar (R) who conducted household
expenditure survey of different strata of people to find out the household expenditure so
that he could fix scholarships and benefits for the needy. In one of the Scandinavian
countries, they introduced social security system called Omar Social Security System. |
don’t know if Pakistan ever institute Social Security System. If the government wishes,
ISOSS can help in developing such as system atleast for Punjab.

| find this opportunity to narrate some of the experiences, the society had met with
the ideological organizations like Pakistan Muslim League (Nawaz). The society had
done marvelous works in the field of research and statistics and had will to do a lot more.
Society had a dream of establishing a Statistics House in Lahore, which would provide
state of the art facilities for research under one roof. In 1990 delegation of ISOSS headed
by its Pattern-in-Chief H.E. Dr. Abdullah Bin Omar Nasseef, Ex-Vice-President Majlis A
Shoura, and President, World Muslim Congress, Jeddah, Saudi Arabia met Mr.
Muhammad Nawaz Sharif, the then Chief Minister Punjab who was very pleased to
sanction a piece of two kanals land in Sabzazar Scheme, Lahore for establishing the
Statistics House to be named as Nawaz Sharif Statistics House. The resources for
construction of building were committed to be provided by the Muslim World League,
Saudi Arabia. Incidentally, the dream of the society became under clouds due to Kuwait
War, which consumed a lot of resources of Islamic countries and organizations leaving
very less for organization of Islamic research.



The society believes that the dream of having a Statistics House will come true
one day and with this dream society is working and progressing into a professional
organization, which has hundreds of professional statisticians working for the betterment
of Muslim Ummabh, in general and Pakistan in particular. | request Honourable Sirdar
Dost Muhammad Khan Khosa and Honourable Tanveer Ashraf Kaira to sanction an
amount of Rupees Five Million to build “Sharif Statistics House”.

As | said earlier, statistics and information are the basic ingredients of any
development plan. It is my august opinion that a Council of Statisticians be set up to look
into various aspects of economic, technological, scientific and agro-development of
Muslim Ummah. | believe the basic informations, accurately collected and scientifically
analyzed are the imperatives of planning in the countries.

I see ISOSS as a World Forum that can be managed on a collected vision of its active
members. Dignity of top statisticians both in public and private sectors is a pre-requisite
to Society’s strategy and action plans.

We need to strengthen 1ISOSS by establishing chapters in various areas and different
cities and countries, so as to make it a responsible part of sharing in upgradation of
Statistical Systems. ISOSS may be made an authentic statistical voice of Pakistani
Statisticians.

In the past, | proposed to institute a number of awards for young statisticians which
could not be implemented for want of responses from statisticians, students, teachers and
professionals. | am going to propose in the business session a few awards in the names of
Dr. Zia-ud-Din — Dr. Igbal, Col. Nazir Ahmad — S.M. Ishag, Sultan S. Hashmi —
Muhammad Afzal and moreover 1ISOSS Awards and hope that this time, help will be
received from public, government and statisticians for these awards.

At the end, | thank my team of volunteers mostly students, from National College of
Business Administration and Economics, especially Dr. Muhammad Hanif, Prof. Akhlag
Ahmad, Dr. Suleman Aziz Lodhi, Dr. Ghulam Mustafa Habibullah, Dr. A.R. Chaudhry,
Muhammad Iftikhar, Muhammad Imtiaz and Saif-ur-Rehman for their untiring work. |
also thank members of the University of Gujrat team who worked hard in organizing the
Conference under the leadership of Dr. Mohammad Nizamuddin. Special thanks are due
to Mr. Zahoor Ahmad, Miss Atia Hanif, Miss Fozia Magsood and others.

We are all grateful to Chief Minister Punjab and Minister of Finance and Planning &
Development for sparing their precious time to inaugurate the Conference.
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STATISTICAL SEMANTIC MODELING OF PREPROCESSED SOURCE
CODE TO IDENTIFY, MEASURE AND VISUALIZE THE COMPLEXITIES
IN SOFTWARE PRODUCT LINE APPLICATIONS

Zeeshan Ahmed
Vienna University of Technology, Getreidemarkt 9/307 1060, Vienna, Austria
Email: zeeshan.ahmed@tuwien.ac.at; zeeshan.ahmed@hotmail.com

ABSTRACT

In this article a measurement analysis based approach is discussed to help software
practitioners in managing the additional level complexities and variabilities in software
product line applications. To meet aforementioned research goals, the conceptual
architecture of proposed approach is designed which is based on the preprocessed source
code analysis, calculation of several traditional and product line metrics and visualization of
obtained results in two and three dimensional diagrams. Furthermore, the proposed
approach is implemented as software application and its capabilities, features and potentials
are validated by means of an experiment. Moreover using experimental statistical results we
presented the correlation between traditional and product line measures.

Keywords — analysis, measurement, software product lines, variability

1. INTRODUCTION

Driven by the problems raised in software industry, especially maintenance of the
success rate of software products based on product line architecture. Due the high
expectations of customers for high quality product in short time and in possible minimum
budget, software practitioners are now more focused on the use of product line
architectures instead of single line product engineering and development. Product line is
defined as the family of products designed to take the advantage of their common aspects
and predicted variability [3]. For the time being product line approach was considered as
the good solution to adopt but with the passage of time some feature interaction, process
management, product integration and composition problems are identified [16] which are
currently present without any solid solution. These problems requiring quantitative
management based comprehensive solutions are the major responsible reasons of getting
unsatisfactory results. A number of measurement analysis based solutions have been
developed, including Relation based approach [6], Static Scanning Approach [10],
Columbus [14], TUAnalyser & Visualization [19], CodeCrawler [13], Polymorphism
Measure [1], Assessing reusability of C++ Code [5] and Evaluation of Object Oriented
Metrics [7], but still the problems are alive.

In order to provide quantitative management based solutions to the effected products,
it is mandatory to first analyze all the components and features to identify the variation
points. Because without knowing the actual disease its very hard to cure and the wrong
diagnose may lead to a disaster.
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Moreover, quantitative management is actually the way towards the successful project
management. It applies measurement analysis to analyze product, predict the minimum
possible cost and time required for software application development [18]. Measurement
analysis can be applied to all artifacts of the software development life cycle to measure
the performance and improve the quality. Measurement analysis allows stating
quantitative organizational improvement objectives and decomposes them down to
measurable software process and product characteristics. Moreover measurement analysis
allows characterizing and controlling in a quantitative manner to achieve the
organization’s business goals by mapping them to software and measurement goals by
using such approaches as for example GQM [20]. This can help project managers to
track their improvements and mitigate potential risks.

In this research paper we discuss some already proposed solutions in section 2 to
identified aforementioned problems and support software practitioners with effective and
efficient quantitative management based approach in section 3 and 4. Moreover we
perform empirical evaluation to evaluate the feature, functionality and strength of
proposed solution in section 5 using real time data sets.

2. RELATED RESEARCH WORK

A. Review Design

We decided to review only the most relevant and up-to-date literature with respect to
the goal and scope of our research. We started looking for explicitly available relevant
literature from different sources like internet, proceedings of some software engineering
conferences and journal publications. As the outcome, we resulted with almost more than
100 relevant research papers, which created a review population. Therefore, we defined
review criteria to filter the research papers based on the conclusive outputs obtained from
abstract, summary and conclusion. While reading the abstract we were looking for the
keywords like software product line, quantitative management, preprocessed code,
analysis, visualization, measurement and variability. After the implementation of defined
review criteria, 8 research papers were selected for detailed review. During detailed
review, we put emphasis on the validity of the proposed solutions in literature. We have
briefly described the methods discussed by the authors in the selected literature and up to
what extent they can be used to solve our problem.

B. Reviewed Literature

We have reviewed Relation-based approach [6], Static Scanning Approach [10] and
Columbus [14] as the methodologies to quantitatively analyze the C++ source code. Then
we have reviewed TUAnalyser & Visualization [19] and CodeCrawler [13] to produce
visualization of obtained results from quantitative analysis. Then we have reviewed
Polymorphism Measure [1], Assessing reusability of C++ Code: [5] and Evaluation of
Object Oriented Metrics: [ 7] methodologies to perform measurement analysis.

Relation-based approach is used for simplifying the process of metrics extraction
from the C++ object oriented code [6]. In this approach relations are designed like prolog
clauses to describe the language entity relationship and to increases the code readability,
optimization and search speed.
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Static scanning approach breaks non-preprocessed C/C++ code file into a series of
lexical tokens and then matches already existing vulnerable patterns with series of tokens
[10]. Furthermore the approach was validated with the implementation of ITS4'.

Columbus is a reverse engineering framework to extract the facts from preprocessed
C++ code by acquiring the project information is indispensable way [14]. The major
strengths of this approach are, this method can be used for reverse-engineering purposes
to study the structure, behavior and quality of the C++ code and can also be used to track
the evolution of design decisions between the architectural level and the implementation
level of a software system written in C++ [15].

TUAnalyser & Visualization approach is used to visualize the extracted information
from C++ source code by first storing the extracted information into RSF format which
then passed as input to Graphviz” to produce visual output [19].

Code Crawler is used to visualize the C++ object oriented source code semantics in
lightweight 2D & 3D and polymeric views by using a tool called FAMIX® [13].

Polymorphism measure is used to identify the software reliability problems in the
early stages of software development life cycle [1]. This measurement approach has been
categorized into two categories Static polymorphism and Dynamic polymorphism. Static
polymorphism based on the compile time and dynamic is based on the runtime binding
decisions. Furthermore five metrics are initiated to combine the early identified
polymorphism forms with inheritance relationship.

Assessing reusability of C++ Code is a method for judging the reusability of C++
code components and assessing indirect quality attributes from the direct attributes [5].
This method has been divided into two phases. First phase is used to identify and
analytically validate a set of measurements for assessing direct quality attributes. The
second phase identifies and validates a set of measurements for assessing indirect quality
attributes. Moreover, a set of relations is also provided which maps directly measurable
software quality attributes to another set of quality attributes that can only be measured
indirectly.

Evaluation of Object Oriented Metrics approach is used to analyze the measures and
their relationship with each other from object oriented code metrics defined by
Chidamber and Kemerer [17] and fault-proneness across three different versions of this
target application [7]. Proposed approach concluded with the result, that none of the
object oriented metrics performs better than LOC in anticipating fault-proneness.

C. Review Conclusions

The reviewed literature doesn’t provide much information about the comprehensive
management for product line management, analysis of generic software and visualization
for obtained results of measurement analysis from generic software components made in

"ITS4: A tool for statistical scanning to find out the vulnerabilities from C source code

% Graphviz is a tool to visualize data [8]

3 FAMIX is implemented in the Moose reengineering environment and used to models object
oriented languages such as C++ and Java [4]



4 Statistical Semantic Modeling of Preprocessed Source Code.....

C++. Discussed related research work does, however, help and provide some approaches
in analyzing the C++ code, visualizing the data and calculating the measures. Yet, none
of the reviewed research directly deals with the target solution of our research.

3. PROPOSED SOLUTION
We propose and present a quantitative management based approach consisting of
three main components .i.e., Analysis, Visualization, Measurement [23] shown in Fig 1.
Analysis ‘
=
N

Measurement ‘

.0
\/

Visualization

Fig 1. Measurement Analysis and Visualization

During analysis the preprocessed source code of product line based application is
analyzed to identify the software single and product line source code characteristics, then
in measurement several traditional and product line measures are calculated to identify
the behavior and the rate of complexity and then in the end qualitative visualization
support is provided to obtained results.

To provide a comprehensive solution to the software practitioners, based on above
discussed three components in analyzing the software product preprocessed source
code, identifying software level complexities and variabilities, measuring performance by
calculating source code metrics we have proposed a solution called Zeeshan Ahmed -
C++ Preprocessed source code analyzer (ZAC) [23]. To fulfill the desired jobs and
obtain required result the conceptual model of ZAC is divided in to five main
components i.e., C++ Source Code, ZAC-Analyzer, ZAC-Data Manager, ZAC-Measurer,
and ZAC-Visualizer which works in cyclic fashion as shown in Fig 2.

C++

Source
Code

b, =
ZAC - ZAC-
Visualizer Analyser
:v-v -
ZAC - ZAC-Dala
Measurer - Manager

Fig 2. ZAC Conceptual Model
In the first component preprocessed source code of software product written in C++
programming language is treated as input context. In second component internal source
code characteristics .i.e., namespace, includes, macros, class, methods, functions,
declarations, expressions and conditions are analyzed. In third component the resultant
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information is stored and managed in a relational data base called ZAC-Data Manager. In
fourth component ZAC-Measurer using Goal Question Metrics (GQM) [20] will
calculate source code metrics. In the last component, as the last step ZAJ-Visualizer will
produce visualization of obtained results in different 2D and 3D diagrams e.g. graphs,
line charts, bar charts and tree map with respect to the context and semantic.

4. ZAC — Tool

To empirically evaluate the real time strength of proposed solution, we have
implemented the proposed conceptual design of ZAC as software application .i.e., ZAC-
Tool [23] as shown in Fig 5. ZAC-Tool is implemented using open source and freely
available development tools and technologies as shown in Fig 3.

Fig. 3 ZAC - Involved Technologies

According to the scope of our research, application is capable of treating preprocessed
C++ source code as an input. The designed and implemented system sequence model of
application is consists of six main components i.e., ZAC- Source Code Analyser, ZAC-
Semantic Modeler, ZAC-Data Manager, ZAC-Measurer, ZAC-Visualizer and ZAC-
Editor as shown in Fig 4.

ZNC - Data

Za)C-Source ZAL - Semantic ZaC Visualizer
ZAC- 2
Manager

Code Analyser Modeler

ZAC- Mea-surer] ZAC - Editor ]

ZAC-Lexver Rl linny

ZAC-Parser Relationships 30

Fig 4. ZAC System Sequence Design

Preprocessed C++ source code is given to the application as an input. ZAC-Analyser
first treats the input source code and analyzes the source code. To analyze preprocessed
source ZAC-Analyser is divided into further two internal sub-components .i.e., ZAC-
Lexer and ZAC-Parser. In ZAC-Lexer the whole application is divided into possible
number of lexical tokens where as in ZAC-Parser parsing is performed using generated
lexical tokens to understand and validate the syntax and semantic of the input
preprocessed source code with respect to the parser rules based on grammar of used
programming language used in application development. The resultant output of ZAC-
Analyser consisting of the information about the total number of artifacts, classes,
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components, control flows, decisions, defines, directives, parameters, exceptions,
expressions, features, headers, macro expressions and namespaces is used by ZAC-
Semantic Modeler, which will generate a semantic based object oriented preprocessed

source code model as shown is Fig 5.
Project

+Artifacts
+«Campnnents

Mamespace

Libraries
*Frojert L les

Class

*Features
sExprassions

Fig 5. ZAC Object Oriented Preprocessed Source Code Model

This model is further stored in database in the form of relations and relationships
using ZAC-Data Manager. Moreover generated semantic based object oriented
preprocessed source code model is also used by ZAC-Measure to calculate traditional and
product line measures metrics. The output of the ZAC-Analyzer and ZAC-Measures is
visualized in visual diagrams .i.e., tree maps, tree graphs and pie charts in two
dimensional effects using ZAC-Visualizer. This all process above discussed process is
based on automatic operational processing but as the last component ZAC-Editor
provides several different options to manually operate analyze the software
characteristics and calculate metrics.

ZAC ZAC ZAC

Analyser Measurer Visualizer

Fig. 6 ZAC-Tool Screen Shots

5. EMPIRICAL EVALUATION

The main goal of our empirical evaluation is to evaluate the feature, functionality and
strength of ZAC-Tool by performing experiments using real time software product line
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application developed in C++ programming language as an input context. We have to
first analyze software preprocessed source code characteristics, then calculate the
traditional and product line measures and visualize the results. Moreover using the
outcome of this experiment we try to observe and present the correlation between
traditional and product line applications.

A. Context of empirical evaluation

Two available different source code versions (1.0 & 1.1) of an open source product
line application Irrlicht are used as the context for the evaluation. Irrlicht is a cross-
platform high performance real time 3D application (engine) developed in C++ language

[9].

B. Defined measures for empirical evaluation

It is quite difficult and time consuming to calculate all the traditional and product line
measures, so, we have defined some traditional and product line measures which will be
calculated from input preprocessed source code during the empirical evaluation. We have
selected three relevant measures from over all currently available traditional and product
line measures. The information about the selected traditional and product line measure is

given in Table-I and Table-II.

Table-1

Defined Traditional Measure

Traditional Measures

Definition

Comments

CLD (Class Leaf CLD is used to We expect that the CLD helps in the
Depth) measure maximum indication of fault proneness.
number of levels in the  Because a class with many
hierarchy of classes ancestors is more likely to be fault-
that are below the prone than a class with few
class. ancestors [12]. So Increase in the
number CLD can cause the increase
in the complexity of the software
which then can be resulted in more
fault proneness.
NOC (Number of NOC is used to NOC helps in the indication of the
children) measure the number of  fault proneness. Lower the rate of
direct descendent for fault proneness if higher the rate of
each class. NOC [21].
DIT (Depth of DIT is used to measure  DIT helps in the indication of fault
inheritance) the ancestors of the proneness. The DIT was found to be

class.

very significant in [21], it means
that the larger the DIT, the larger
the probability of fault-proneness in
the software.
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Table-I1
Defined Product Line Measure
Product Line Measures Definition Comments
NIT (Namespace NIT is used to NIT can also be very helpful in the
Inheritance Tree) measure the number  indication of fault proneness.
of ancestors of the Because namespace is one of the
name spaces. major components of any product

line software application. Every
component of project like class,
library etc exists inside the
namespace. If the number of
namespace will increase, then the
number of ancestor namespaces
will also be increased which will
result in much complexity. So if
the NIT will increase it may
possible then the number fault
proneness will also increase.

NOA (Number of NOA is used to Each artifact of system represents
Artifacts) measure the number of  the each file of the system, like
artifacts used and to class and include file. If the number
measure the direct of artifacts will increase most
ancestors for each probably the number of
artifacts. dependencies between the artifacts

will also be increase, which
ultimately causes the increase in
complexity. So higher the number
of NOA higher will be the
probability of fault proneness in the
product line system.

CIR (Class Inheritance  CIR measures the CIR becomes more complex if the
Relationship) relationship of each number of ancestor classes will
class with other class. increase, especially in the case of

multiple inheritances when a child
class will be having more than one
parent. So, CIR can be very helpful
in the indication of fault proneness
because if the number of CIR will
increase the probability of fault
proneness will also be increased.

C. Defined visualization modes for empirical evaluation

We have defined some modes of visualization to present the obtained results using
ZAC-Tool during the empirical evaluation. We have selected three modes of
visualization Graph, Bar chart and Tree map for the visual representation of results.
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D. Evaluation

1) Static Source Code Analysis
During the static analysis both the versions 1.0 and 1.1 of Irrlicht are analyzed using
ZAC-NT and observed experimental units of the source code are presented in Table III.

Table-II1
General and Product Line Software Characteristic s
Characteristic Irrlicht  Irrlicht Relative.Difference between
1.0 1.1 Irrlicht 1.0 and 1.1

Artifacts 776 698 10.51 %
Namespaces 8 7 12.50 %
Components 561 482 14.08 %
Decisions 703 445 36.70 %
Define Macros 609 447 26.60 %
Pragma Directives 11 10 9.09 %

Macro Expressions 402 276 31.34%
Classes 333 207 37.84 %
Include 1027 532 48.20 %

2) Traditional and Product line measures
We have calculated the already defined traditional and product line measures of
Irrlicht 1.0 and 1.1, results are presented in Table IV and Table V.

Table-1V
Traditional Measure

Traditional Irrlicht Irrlicht Relative Difference between

Measure 1.0 1.1 Irrlicht 1.0 and 1.1
CLD 66 21 68.18 %
DIT 232 145 37.50 %
NOC 64 21 67.18 %
Table-V

Product Line Measure
Product Line  Irrlicht Irrlicht Relative Difference between

Measure 1.0 1.1 Irrlicht 1.0 and 1.1
NIT 7 6 14.28 %
NOA 783 704 10.08 %

CIR 160 97 39.37 %

The results presented above in the table IV and table V are individually consisting on
the total number obtained measures from Irrlicht 1.0 and 1.1.

3) Visualization of software characteristics

We have presented defined visual diagrams of the results based on the static source
code analysis of the Irrlicht 1.0 and 1.1. These diagrams present some of the whole
results of visualization produced by the ZAC-Tool. This visual representation can be
helpful for the software practitioners in observing the overall structure and
complexity of relationships between attributes namespaces and classes etc.
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File Tree Package
Structure

Bar Chart

C ~

Fig. 7: Statistical Analysis & Visualization

Fig. 7 File Tree Map presents the number of files used in Irrlicht 1.1, drawn in a tree
map with respect to their type and size, likewise files represented in the pink color
presents the CPP files (“.cpp” files), green colored files represents doc files (“.doc” files).
Whereas the placement of each file is with respect to the association of files with each
other and directory structure. This visual representation is helpful for the software
practitioners in analyzing the over structure of the whole project.

Fig. 7 Package Structure presents the graph of namespaces used Irrlicht 1.0. There are
8 namespaces, default namespace behaving as the parent namespace for his children
namespaces include, jpeglib, libpng, MacOSX and zlib. Furthermore MacOSX is also
behaving as the parent to his child namespaces MacOSX.xcodeproj and MainMenu.nib.
This visual representation is helpful for the practitioners to analyze the overall structure
of the namespaces used in the project; moreover software practitioners can also take
advantage in analyzing the complexity in namespace relationship.

Fig. 7 File bar Chart presents the total number of artifacts used in Irrlicht 1.0, drawn
in a bar chart. The bar chart consists of 775 red lines and each red line is representing an
artifact and the length of each red line is representing the size of each artifact. This kind
of visual representation is very helpful for the overall source code analysis. Because some
time even the rate of increase or decrease in some source code elements with respect to
class or namespace can also play a vital role in increasing or decreasing the complexity
e.g. cohesive or coupled code.

E. Analysis on Results

First of all preprocessed source code of Irrlicht 1.0 & 1.1 was analyzed; the outcome
of analysis was concluded with information about the decrease in each characteristic of
Irrlicht version 1.1 as compared to version 1.0. Then traditional and product line
measures of both the versions 1.0 and 1.1 of Irrlicht were calculated, which resulted with
the information, that the number of traditional as well as the product line measures has
been decreased in Irrlicht version 1.1 as compared to version 1.0. As the last step, the
correlation [2] between traditional and product line measures was calculated. This
resultant correlation +0.93 show the strong correlation between calculated traditional and
product line measures. As the resultant value is positive “+”, so we can say higher the
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rate of traditional measures higher will be the rate of product line measure. Furthermore,
we have also produced the visualization of some source code characteristics in graph, bar
char and tree maps, which helps the software practitioners in understanding the overall
structure and complexity of product line applications.

F. Limitations

During the static analysis of Irrlicht 1.0 & 1.1 some experimental units were dropped
and not considered, because currently available version of ZAC-Tool is not capable of
completely resolving all the experimental units of Irrlicht 1.0 and 1.1.

6. FUTURE RECOMMENDATIONS

As this is an ongoing in process research, in future, we are aiming to focus on the
improvement of quality of ZAC-Tool and extension of the functionalities of the
application with respect to the proposed approach.

7. CONCLUSION

The aim of this research work was to provide the effective support to software
practitioners in quantitatively managing the software product line applications by
analyzing software preprocessed code characteristics, measuring complexity which may
indicate the potential reliability and maintainability problems in delivered software [11]
and producing visualization of results. To achieve the aforementioned research goals we
have discussed some already proposed approaches by some other authors and proposed
our own quantitative analysis based solution. In the end we have performed empirical
evaluation to evaluate the feature, functionality and strength of ZAC-Tool by performing
experiments using real time data set and concluded with results that ZAC-Tool can be
very helpful for the software practitioners in understanding the overall structure and
complexity of product line applications. Moreover we have also proved using obtained
results in empirical evaluation that there is a strong positive correlation between
calculated traditional and product line measures.
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ABSTRACT

In this paper negative moments of beta-binomial distribution in terms of
hypergeometric series functions is obtained. Using the properties of hypergeometric
series functions the recurrence relation between negative moments is developed. The
relations are used to characterize beta-binomial distribution. Also its characterization is
done through factorial moments.
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1. INTRODUCTION

Characterization of statistical distributions is an important tool for studying structural
properties, chance mechanisms of different distributions and their interrelations. The
theory of characterizations has an important role to play in problems like floods,
reliability, effects of chemicals and food additives, fatigue failure of metals. For a
detailed account of history of the theory of characterizations; see Kagan (1973),
Galambos and Kotz (1978), Kakosyan et al. (1984). The survey paper by Kotz (1974)
covers a substantial number of results in the field.

Roohi (2003), Ahmad and Roohi (2004) obtained negative moments of some discrete
distributions in terms of hypergeometric series functions. Using the properties of
hypergeometric series functions, the recurrence relations between negative moments are
developed. The recurrence relations are used to characterize binomial, Poisson, negative
binomial, geometric, hyper-Poisson and logarithmic distributions. Kemp and Kemp
(2004) characterize binomial, Grassia [-binomial and randomized occupancy distributions
via their factorial moments. A key feature of this type of characterization is the finite
support of the underlying distribution.

In this paper we have characterized beta-binomial distribution in two different ways.

2. CHARACTERIZATIONS OF BETA-BINOMIAL DISTRIBUTION

The negative moments of beta-binomial distribution is obtained in terms of
hypergeometric series function and using the properties of hypergeometric series
functions the recurrence relation between negative moments are obtained and then used
to characterize beta-binomial distribution. Characterization of beta-binomial distribution
is also done via their factorial moments.

13
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Theorem 2.1
Let X be a beta-binomial random variable with parameters o >0 and B>0. The

probability function is
P(X = x) :[”]r(‘”ﬁ) [r+o) TntB=x) oy, ., @.1)

I'o TR I'(n+a+pP)
The negative moment of first order is given by
P,
E(X +4)" :7? 3 F, (A,oc,—n;A+1,—n—B+1;1) , A>0, (2.2)

IN'a+p)I(n+p)

where /) = P(X =0) = TpT(nsaip)

Proof.
Suppose X is a beta-binomial random variable with parameters o and 3 then

E(X+A)_1: T'(a+p) i(ﬂ}l“(oc+x)l“(n+[3—x)’
TFal'Br(n+o+p) s=0\ x (x+4)
~ (o +PB) Tal(n+p) , D(a+DI(n+p-Dn
" TaIBr(n+a+p) A (A+1)
n(n—-Dl(a+2)['(n+p-2) N
(A+2)2! b
_T(@+pr@+p) |, Aa(-n)
ATBT(n+a+pB) (A+D)(-n—-B+1)
A +Do(a+(En-n+l) 1,
(A+D)(A+2)(~n-B+1)(-n—-P+2) 2!
B

= 3Fy (A, a,—n; A+1,-n—B+1;1).

Theorem 2.2
The random variable X has a beta-binomial distribution with pmf (2.1) and parameters o

and B if and only if
(a—d)(n+ A)E(X+A) " +(A=1)(n+B+A-1)E(X+4-1)" =(a+Bp-1) (23)
holds with a >0, B>0, 4>0,where x=0,1,2,....n.

Proof.
Suppose X has beta-binomial distribution (2.1)

Now replacing A by (A-1) in (2.2), we get

i

E(X+A—1)‘1:A By (A=10,-n34,—n—B+11),

Using the recursive relation (Rainville, 1960),
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(1-2)3F,(ay,0,,055B,B,52) = 3 F5 (o —L oy, 055B,B,52) +

(o) =By)(o; = By) . LoV
B.(B, —P) 3B (0, 005,055B) +1,B52)) (2.4)

Z b
(azﬁ_%)(ixé_)m) 3B (0, 0,,05:B,,B, +1;2)
2 2 1

Put a; =4, a,=a, a;=-n, B, =4, B,=-n—-P+1 and z=1, we have

0=F(A4-1Lo,-n4A,—n—B+1L1)+
N (a—A)n+ A)
An+B+4-1)
(a+B+n-DP-1
C(+B-Dn+P+A-1)

By (4,0,—n;A+1,-n—B+1L1)

SF(a,—n;—n—B+2;1),

then after simple algebraic manipulation gives (2.3).

Suppose (2.3) holds, where P, is any probability function;

(= A)n+A) S — P 4+ (A=D)(n+B+A—T)x
=0 X+ A

F L 1 _ 3
[(A—1)+lex+A—1E‘ =(@+p-1)
(= A)n+A)S — P 4 (n+B+A-1)P, +
x:0x+A
(A=D)n+B+A-D)S — P = (@+p-1),
x:0x+A
(= At A) S — P s (neprA-1(A-F P+
x=()x+A x=0
(A=Dn+B+A-1)S — P = (a+p-1),
X=ox+A
(@ An+A)S — P inePrA—l—(neP+A-DS P +
x:0x+A =0

n-1
(A—l)(n+[3+A—1)ZLRC+1 =a+p-1,
=0 X+ A

n n—1 _
(a—A)(n+A)Z;Px +n+A+(n+p+A4-1)> A—l—l > =0,
x:0x+A x=0 x+A4

(oc—A)(n+A)§%Px +n+A—(n+B+A—1)n§( x+l }Pm —a,

x=0 X+ o\ x+ A



16 On Certain Characterizations of Beta-Binomial Distribution

(a—A)(n+A)Z;Px +n+A-
x:0x+A

I (x+D(m+P-—x—1+x+A)
:(‘x’
EO( x+A4 x+l
n n—=1 o
(e At A S —p spe g S [ EHDOEBX=D ),
v=0X+4 x=0 x+ A
n—1
Z (x+1)PX+l = a‘a
x=0

(a—A)(n+A)§LAPX tntd-o—3 xP. =

x=0 X+ x=0

nzl((x+1)(n+[3—x—1) -
=0 x+A4

i (0L+x)(n—x)Rc :”il((x+l)(n+[3—x—l) >

x=0 x+ A x=0 x+ A

At x=n,

a+x)(n-x), " x+D(n+B-x-1)

,Z:o x+A4 Px _Xzo[ x+ A b

"2*11 (x+D)(n+B-x-DP.,, —(o+x)(n—x)P, —o,

=0 (x+4)

which provides
_ (n=x)(a+x)P,
T+ Dn+B-x-1)"

which is a recursive formula whose solution is (2.1).

Theorem 2.3
Let G(z)= >, z'P(X = x) be the probability generating function (pgf) of a distribution
x=0
with support 0,1,2,....n, neZ" and parameters @, a>0 and b,b>0, such that
lim G(z) = z" . Then
a—0
b—0
dln Mir] r—1 1

— U,y 1<r<n (2.5)
da j=o(a+j)a+b+))

if and only if X has beta-binomial (negative hyper-geometric) distribution with pmf (2.1).

Proof.
Suppose X has beta-binomial distribution with pmf (2.1), then by definition



Masood Anwar and Munir Ahmad 17

n

G+ =Y (1+)*P,
x=0
e (L)
x=0 X n—x n
—b+—a b 1+16)+ )t A+ +
nl(a+b-1)! n 1 n—l( 2 )\n-2

=(—1)"(a+b+n—1)! --~~+(_a](1+f)"
n

>

a(—n)
(—n—-b+1) d+n+

aa+DEmn+h) 1+
(-n=b+1)(-n-b+2) 2!

_(b+n-Da+b-1)!
C (b-Dla+b+n-1)!

1) —m
G( t)=(b+n Diatb 1)'2Fl(—n,a;—n—b+l;l+t),
(b-D)la+b+n-1)!

— Y
(b+n-DYa+b-1). (-n,a;—n—b+1;z), [see also Kemp and Kemp

S
(1956)] as
. (d7G()
= =22 =0,
H[,] ( P ll r n
and

, _nl (a+r-DYa+b-1)!

M= i @—Dlatbrr—1)

, _nl a(a+1)---(a+r-1)

M = @+ b)a+b+l)(atbrr—1)°

Taking In on both sides and differentiating w.r.t. ‘a’ we get (2.5).

Suppose (2.5) holds and after integrating we have
lnpir] =In(a(@+1)---(a+r-1))-In((@a+b)a+b+1)---(a+b+r-1))+c,,

where c, is a constant of integration.
e w,=C a(a+1)---(a+r-1) ’
1" (a+b)a+b+1)-(a+b+r—1)
, A (a+r=Dla+b-1)!
M= @@ rbrr—10

Since, lim G(z) =z" the limiting factorial moment generating function (fmgf) is
a—0

b—0
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and C, =

as

*®

On Certain Characterizations of Beta-Binomial Distribution

n L (@+r=Dlia+b-nle _

lim Y C 1+0)",
a—>0r§o "(a-DWa+b+r-1!r! @+
b—0
nooopl
= Z .

, o(n—r)! r!’

n!
G(l+t):§: n! (a+r-1)! (a+b-1)! i

Zo(n=r)! (a-D! (a+b+r-!r!’

1+ (n)(a) - n(n—a(a+1) ﬁ+...+ (a+n—1)!(a+b—1)!£

, 0 <r <n.Hence factorial moment generating function (fmgf) is

(a+b) (a+b)a+b+1) 2! (a-DlWa+b+n-Dn!’
1 M@ mnCnt D@t (07
(a+b) (a+b)a+b+1) 2!

G(1+1t) = ,F (—n,a;a+b;—t),

G(z)=,F (-na;a+b1-z),

1.d°G(2)

x! dz*

P(X =x) =( ] , and we get (2.1).
z=0
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1.1 ABSTRACT

Conway and Maxwell (1962) generalize the Poisson distribution to a two-parameter
distribution, named as Conway-Maxwell Poisson distribution. Shmueli, et al. (2005)
explored the Conway-Maxwell Poisson distribution and discuss its utility for fitting discrete
data. Ahmad (2007) generalized the Conway-Maxwell Poisson distribution to Conway-
Maxwell hyper Poisson (CMHP) distribution using hypergeometric series function. In this
paper, the probability generating function of class of power-series distribution is developed
along with its special cases. Further, some statistical properties of one of the special case of
power-series function, Conway-Maxwell hyper Poisson distribution are developed. It is
observed that the mean and variance of the CMHP distribution is same. Another important
property of CMHP distribution is that, CMHP distribution truncated at left and translated to
the origin is itself a CMHP distribution. In past, efforts were made to characterize the
discrete distributions using different properties of the distributions. We characterize some
discrete distributions using property of proportions.

KEY WORDS

H-Power series function, Conway-Maxwell Poisson, Truncation

1.2 INTRODUCTION

Conway and Maxwell (1962) generalize the Poisson distribution to a two-parameter
distribution, named as Conway-Maxwell Poisson distribution. Boatwright, et al. (2003)
apply the Conway-Maxwell Poisson distribution to the marketing data because the
marketing data has heavy tails, so Poisson distribution have not provided the best fit.
Shmueli, et al. (2005) discussed the Conway-Maxwell Poisson distribution and discuss its
utility for fitting discrete data. Ahmad (2007) generalized the Conway-Maxwell Poisson
distribution to Conway-Maxwell hyper-Poisson distribution using H-power series
function and discussed some properties of Conway- Maxwell hyper-Poisson distribution.
It is natural to explore some more statistical properties of Conway- Maxwell hyper-
Poisson distribution. Further the probability generating function of a class of discrete
power-series distribution is developed. Conway-Maxwell Poisson, Conway-Maxwell
hyper Poisson and Poisson distribution are some of its special cases. We have also made
generalization to some standard distributions like generalized Poisson, general class of
generalized Poisson, geometric series, general class of geometric distribution and
Conway-Maxwell hyper Poisson distributions respectively. Further, the characterization
of these distributions is made using property of proportions.
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1.3 PROBABILITY GENERATING FUNCTION OF FAMILY OF
UNIVARIATE DISCRETE DISTRIBUTIONS

The probability generating function of family of discrete distributions is developed,
using the H-power series functions (See Ahmad (2007)).

H, [[Z,lj,(v,l);(k,l),(l,k);ﬁz}

g(z) = - , (1.3.1)
JH, |:(B,1),(v,1);(k,1),(1,k);[3}
where
. ) r(zﬂjr(wx)r(x)(sz)*
L H, [(—,1),(v,1);(x,1),(1,k);ﬁz}z 5 ;
P r(x+x)r(v)r(ﬁ](x!)k
|z|<1,0>0,B,v,Ak>0 (1.3.2)
Case-I:

When g -0 and v=x=1, (1.3.1) reduces to the probability generating function of
Conway-Maxwell hyper-Poisson distribution, with parameters (x, 0,v,k).

Case-II:
When -0, v=r=0=1, (1.3.1) reduces to Conway-Maxwell Poisson generating

function.
Case-III:

When B—>o0, v=r=k=1, (1.3.1) the probability generating function of Poisson
distribution with parameter 6 is obtained.

1.4 CONWAY MAXWELL HYPER-POISSON (CMHP) DISTRIBUTION
AND ITS PROPERTIES

Ahmad (2007) has generalized Conway Maxwell Poisson distribution to CMHP
distribution. The univariate CMHP distribution is given by:

(01) N

(D (0.)0) (o))

P(X =x)= ¥ = 0,12,

:0,v>0and A >0 (1.4.1)
where |, ((L1):(0.v):2) = 5 00 E
5 [0

In this section, some statistical properties of CMHP are discussed and are given
below. The moment generating function of (1.4.1) is given as:

M( )_ VH, ((1’1);((e+1)’v);7»et)
T ()0

(1.4.2)
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The first four moments about mean of CMHP distribution are derived below from
(1.4.2):
B A
(6+1)" H, [(L1):(0,v):2]

A

T 01 L [(01):(0.):2]

2 _u [(3,1);(e+3,v);x]} (14.4)
(6+2)V

H [(2,1)5(0+2,v)51] (1.4.3)

Hy

[IHI [(2,1);(8+2,v);1]

+

A

P 0 [ (0.):2]

2

(6+2)" l

JrLIH1 [(4,1);(9+4,v);x]} (1.4.5)
(6+3)"

|:1H1 [(2.1);(0+2,v);1]

H,[(3,1);(0+3,v);1]

+

v 1

1, [(3.1):(0+3,v): 2]+ —
(0

A
. (9+1)V 1H1 [(1’1);(9,V);7»]|:1H1 [(2’1)’(9+2’V)’}‘]

2 4
+ml1{1 [(3.1);(6+3,v);1] +(e+2)V !

+mﬁl [(4,1):(0+43,v);1] +(%1H1 [(3,1);(0+3,v);1]
+ﬁﬂl [(4,1);(6+4,v);0] +(elf%1H1 [(4,1);(6+4,v);2]

2

H,[(3,1);(6+3,v);1]

2

24\

+WIHl [(51);(8+5,v);1] (1.4.6)

The two moments ratios are

H [(2,1)5(0+2,v)50]+ 2 -(A+1)  H, [(3.1):(0+3,v):1]
(6+2)
+LV H [(40);(0+4,v) 0] (0+1)" 1, [(1,1);(6,v);1]
B = (0+3) 3 (1.4.7)

A [(20):(042,9): 2]+ 1, [(30):(04 3.v):]
(6+2)
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B, = (6+1)" ,#,[(11);(6,v);2]
8

2

L [(20):(042):2] ¢
(6+2

L[M”}H, [(5.0:(0+3):2]
(0+3)

(6+2)"
243

" (0+3)" (0+4)"

y (r+1) =, [(3,1);(6+3,v):2]

H[(5.1)5(0+5,v)54]

J (1.4.8)

2

|:]H] [(2,1);(9-%—2,\/);7»]4—; H[(3,1):(8+3,v)51]
(0+2)

The expression for the negative moments of CMHP distribution is given as:
E( ! jziZHZ[(1,1),(/1,1);((9H),v);(AH,l);x]
X+d) 4 1 [(0):(0v):2]

where . [(am, ). (., Yoo (a0, )i (b, ) (B ) (b1, )]

11[ S
= (@)
S| FZ’b)i!

0

(1.4.9)

sa, € Rzl <1,b, #0,-1,-2,...
7

.

The first negative moment of CMHP, truncated at point X =0 is
E( 1 j_ aH[(L1)5((0+2),v)52]

X (0+1)" (A, [(11):(0,v)52] - 1)
For CMHP distribution, the relations for moments are given as:

AE(X+6-1)""+ 0

E(x+0)" = I [(1D:(0.9):2] (1.4.12)

x%E(XJre)" +E(X+0) E(X+8) ;r>0

(1.4.10)

;r=0

For 6 =0 and r = 0,1 respectively, the expression for the mean and variance is obtained as:
E(x)=r E(x-1)" (1.4.13)
Var(X)=2E(x -1)"" (1.4.14)

It may be seen from (1.4.13) and (1.4.14) that the mean and variance of the CMHP is
the same, so CMHP shares the same property as of Poisson (i.e.) the mean and variance
of the Poisson distribution are equal.

The left truncated CMHP distribution is

N (1.4.15)
((x+0)1)" B (2.0)

P(X=x)=
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where t is known and

t

P(1.0) = ——— b [(L1):(1+0+1v):2] (1.4.16)
((x+0))’
Using (1.4.16) in (1.4.15) and let y = x-¢ , then
7 (yi0.0) = V(e ) o012, (1.4.17)
’ ((0"+ )" 1, [(1.1):(0",v):2]

where 0'=0+¢.
So, a CMHP distribution truncated at left and translated to the origin is itself a CMHP
distribution.
1.5 CHARACTERIZATION OF DISTRIBUTIONS THROUGH
PROPERTY OF PROPORTIONS
The following distributions are characterizing using property of proportions:

1.5.1 Generalized Poisson distribution
Following Shmueli et al. (2005), we redefine the Consul and Jain’s (1973) generalized

Poisson distribution with three parametersA;, A,, and v as:
by (a, +an) )

(1)’

P(X:x): ,x=0,1,2,...,v=0
Dy >0, ] <1 (1.5.1.1)

Theorem: Suppose X has the prob. mass function (1.5.1.1) if and only if
(kl erk)‘H e

P(X=x)= P(X=x-1) (1.5.1.2)
(2, +(x—1))»)kz x’
Proof:
Taking x=1,2,.... in(1.5.1.2)
R=)e"R
(A +21)% e
=R,
2
(A +31)2, e
3T T v Ay By
3.2
(A +x7»)x71 e
L= h
2V3V.LxY
Jop (Mg +20) e
P ==Y B, (1.5.1.3)
x=0 (x' M

So:
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(A +x0) e

(xt)’
1.5.2 General class of Generalized Poisson distribution

Hassan et al. (2007) proposed a general class of generalized Poisson distribution, with
two parametersA; and A,,

2o(h 4o, ) )
(x)

The distribution is redefined by introducing a third parameter v and is given as:
it (7\. vy )x—j—l e—(}wrxkl)
P (X =x)= 1 ——— x=0,12,.5v=0
C; (2v) (x1)

;A>0, k1|<1 and j isagiven integer. (1.5.2.1)

w0 () e
where C; (kl,K,V)z > ! .
x=0 (x!)
Theorem: Suppose X has the prob. mass function (1.5.2.1) if and only if

x—j-1 -
P (X=x)= (+xh) ‘P (x=x-1) (1.5.2.2)
xv(}.—i-(x—l)kl) e

P(X =x)=c" (AAv) ;x=0,1,2,...... (1.5.1.4)

B(X=x)= ; x=0,1,2,..,4>0%]<1

Proof:
Putting x=0,1,2,.... in (1.5.2.2)

Py =21 (A+n) e R

j+l )
Py="—(r+21)) " e R

Jj+l o
Fr=7% (A+34) e R

(A+xn, )"
Jx V3Y WV 0

R A ¥ A A

P, =1= e Py (1.5.2.3)

So:

P(X =x)=c;' (A.AV) . ;x=0,1,2,.... (1.5.2.4)
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The characterization holds for all the special cases of class of generalized Poisson
distribution.

1.5.3 Generalized Geometric Series distribution
Mishra (1982) obtained a two-parameter generalized geometric series distribution. The
distribution is generalized by taking another parameter v and is given as:

T(1+px)o* (1-a ) P
xX)=
(x!)v F(Bx—x+2)

P(X = :x=0,1,2,...:v>0

;0<a<l,

ap| <1 (1.5.3.1)
Theorem: Suppose X has the prob. mass function (1.5.3.1) if and only if

= F(1+Bx)r([3x_[3—x+3)a(1_a)l3*1

P(X = P(X=x-1 1.53.2
( ) x"T(1+px—B)T(Bx—x+2) ( *-1) ( )
Proof:
Taking x=0,1,2,..... in (1.5.3.2)
P :(x(l—oc)[HPO
201 \2(B-1)
P - 2Ba’ (1-a) P
2V
_ 1 F(3[3+1) 301 3([5_1)
PTR T(3p-1) (I=a)™ 70
o _L(Bx+Dor (1-0) "
*r(B-Dx+2)2"3 "
- X(1_ X(ﬁ_l)
SP-1=% L(Pr+1)o’(1-o) A (153.3)

=0 T((B=1)x+2) (x1)"
So:
P(X =x)=M"(0,B,v) F([;x( ;)—“;E; ‘E‘j;_m (1.53.4)

1.5.4 General class of Conway-Maxwell Poisson distribution

We have proposed a three-parameter general class of Conway-Maxwell Poisson
distribution

P(X =x)=1 (R +x) e ) x=0,1,2
Zwav) ()

;M >0,v2>0,

M| <1 (1.5.4.1)

Theorem: Suppose X has the prob. mass function (1.5.4.1) if and only if the relation
between successive probabilities is given below
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A 2 x—1
P(X =x)= (b +x2) —_P(X =x-1) (1.54.2)
e x (kl +(x—1)%)
Proof:
R=ne"h
P, = A (A +20) e P
2\/
P (A +30) e P
2"3Y
p -t (b +x0)" e Ry
2V3V.
x—1
=y (A + X
spo1-y DO g
x=0 (x!)
do (M +20) T e
So:  P(X=x)= (1.5.43)

The characterization holds for all the special cases of general class of Conway-
Maxwell Poisson distribution.
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ABSTRACT

Digital authentication systems enable individuals and organizations to have
confidence in electronic transfer of privacy related information, by providing a trust
infrastructure that enables confidentially, integrity, and non-repudiation of
communications. The authentication structure must ensure that procedures are in place to
control access to critical components of the system. Government must create and enforce
laws to protect the public and build public confidence. The general populous should be
made aware of their responsibilities in the management of their key material.

The Public-Key Infrastructure is capable of providing the biggest and most
trustworthy authentication mechanism that is currently used in most of the countries.
Opportunities for implementing of public key technology applications have improved the
delivery of services both internally as well as externally and have improved work
processes with existing business partners.

INTRODUCTION

Digital signature is a cryptographic technique that enables to protect digital
information from undesirable modification. The result of a transformation of a message
by means of a cryptographic system using keys such that a person who has the initial
message can determine that:

a) Whether the transformation was created using the key that corresponds to the

signer’s key; and

b) Whether the message has been altered since the transformation was made.

The Authentication relates to the process where one party has presented an identity
and claims to be that identity. Authentication of a subscriber by a Certification Authority
(CA) or Registration Authority (RA) enables the Relying Party to be confident that the
assertion is legitimate.

The Verification of a digital signature means to determine for a given digital signature
and message that the digital signature was created while the Certificate was valid and the
message has not been altered since the digital signature was created. Some Certificate
Policies will also require Confirmation of the Certificate Chain, that is, that each
Certificate in the chain was valid at the time the digital signature was created.

A traditional signature serves three purposes: i) authentication (establishing the
identity of the author), ii) integrity (that the document signed is unchanged), and iii) non-
repudiation (so that the author can't deny it). These three functions work well with top
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copy documents, but in a world full of photocopies all sort of changes could have been
made or signatures added from other documents, etc., unless the parties involved verify
the copies.

A digital signature is designed to serve the three purposes, rather than to look like a
traditional signature. It relies on an action being performed using something that only the
signatory has access to combined with a unique attribute of the item to be signed. A
digital signature contains a date and time stamp, but this may not be reliable since it is
taken from the computer's clock, which may be set incorrectly. These facets are of course
no different from traditional signatures. The technique used to produce a digital signature
involves Public Key Encryption and works like this.

The digital signatures for authentication must have the following attributes

e Signer authentication: A signature should indicate who signed a document,
message or record, and should be difficult for another person to produce without
authorization.

e Document authentication: A signature should identify what is signed, making it
impracticable to falsify or alter either the signed matter or the signature without
detection.

Thus, use of digital signatures usually involves two processes, one performed by the
signer and the other by the receiver of the digital signature. First process is digital
signature creation uses a hash result derived from and unique to both the signed message
and a given private key. For the hash result to be secure there must be only a negligible
possibility that the same digital signature could be created by the combination of any
other message or private key. Secondly, digital signature verification is the process of
checking the digital signature by reference to the original message and a given public
key, thereby determining whether the digital signature was created for that same message
using the private key which corresponds to the referenced public key.

PURPOSE OF A DIGITAL SIGNATURE

The purpose of a digital signature is the same as your handwritten signature. Instead of
using pen and paper, a digital signature uses digital keys (public-key cryptology). Like the
pen and paper method, a digital signature attaches the identity of the signer to the document
and records a binding commitment to the document. Unlike a handwritten signature, it is
considered impossible to forge a digital signature the way a written signature might be. The
real value is in avoiding the paper and keeping your data electronic.

To use digital signature software requires some initial setup. You will need a signing
certificate. If in your business you commonly sign documents or need to verify the
authenticity of documents, then digital signatures can help you save time and paper-
handling costs.

NEED TO CREATE A DIGITAL SIGNATURE

You will need to get your personal signing certificate. Creating your certificate
involves creating a public-private digital key pair and a Certificate Authority. The private
key is something you keep only to yourself. You sign a document with your private key,
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then, you give your public key to anyone who wants to verify your signature. The process
of creating your public-private key pair is easy and quick.

Public Keys. The public key certificate creates proof of the identity of the signer by
using the services of a certificate authority. A certificate authority uses a variety of
processes to associate the particular public key with an individual. You give your public
key to anyone who wants to verify your signature. The combination of your public key
and proof of identity result in a public key certificate - also called a signer's certificate.

Private Keys. The private key is something you keep only to yourself. You sign a
document with your private key. The public and private keys are related mathematically.
Knowing the public key allows a signature to be verified but does not allow new
signatures to be created. If your private key is not kept “private,” then someone could
maliciously create your signature on a document without your consent. It is critical to
keep your private key secret.

WORKING OF DIGITAL SIGNATURE TECHNOLOGY

Digital signatures are created and verified by cryptography, the branch of applied
mathematics that concerns itself with transforming messages into seemingly
unintelligible forms and back again. Digital signatures use what is known as “public key
cryptography”, which employs an algorithm using two different but mathematically
related “keys”, one for creating a digital signature or transforming data into a seemingly
unintelligible form, and another key for verifying a digital signature or returning the
message to its original form. Computer equipment and software utilizing two such keys
are often collectively termed an "asymmetric cryptosystem".

Thus, use of digital signatures usually involves two processes, one performed by the

signer and the other by the receiver of the digital signature:

e Digital signature creation uses a hash result derived from and unique to both the
signed message and a given private key. For the hash result to be secure there
must be only a negligible possibility that the same digital signature could be
created by the combination of any other message or private key.

o Digital signature verification is the process of checking the digital signature by
reference to the original message and a given public key, thereby determining
whether the digital signature was created for that same message using the private
key that corresponds to the referenced public key.

The processes of creating a digital signature and verifying it accomplish the essential

effects desired of a signature for many legal purposes:

e Signer authentication: If a public and private key pair is associated with an
identified signer, the digital signature attributes the message to the signer. The
digital signature cannot be forged, unless the signer loses control of the private
key (a "compromise" of the private key), such as by divulging it or losing the
media or device in which it is contained.

e Message authentication: The digital signature also identifies the signed message,
typically with far greater certainty and precision than paper signatures.
Verification reveals any tampering, since the comparison of the hash results (one
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made at signing and the other made at verifying) shows whether the message is
the same as when signed.

e Affirmative act: Creating a digital signature requires the signer to use the signer's
private key. This act can perform the "ceremonial" function of alerting the signer
to the fact that the signer is consummating a transaction with legal consequences.

e Efficiency: The processes of creating and verifying a digital signature provide a
high level of assurance that the digital signature is genuinely the signer's. As with
the case of modern electronic data interchange (EDI) the creation and verification
processes are capable of complete automation, with human interaction required on
an exception basis only.

The processes used for digital signatures have undergone thorough technological peer
review for over a decade. Digital signatures have been accepted in several national and
international standards developed in cooperation with and accepted by many
corporations, banks, and government agencies.

PROGRAMME FOR DIGITAL SIGNATURES

Encryption and digital signatures have been available in principle for quite a long
time, but the stumbling block has always been easy-to-use software to generate keys,
manage keys, and carry out the encryption/decryption of files or e-mails and
produce/validate digital signatures. In the last few years such a programme has become
available for PCs, Macs and many other types of computer. This programme is called
Pretty Good Privacy (PGP) and is available free to anyone who wants to use it for non-
commercial purposes. All the operations such as encryption, signature, decryption and
verification of signature are carried out automatically once the user has indicated their
intentions.

The minimum that you need to use PGP is to have it installed on your computer and
to create a key pair (matching Private and Public Keys) for yourself. The installation
process for PGP guides you through both installation and key pair creation. After that you
need to swap public keys with other people who you wish to exchange files or e-mail
with and who have also installed PGP on their computers. You can send people your
Public Key by e-mail, but you should then verify that it really is your key. If the recipient
of your key telephones you, you can both examine your copies of the key in PGP and
check that its unique fingerprint is the same. In this way you can be sure that you have
exchanged the correct Public Key.

KEY MANAGEMENT

The easiest way to break encrypted text is to have the key. Security of keys is the
most important factor with a form of digital signature. All security mechanisms are
worthless if secret or private keys are not protected and a prefect duplicate is created and
used in the wrong hands. Loss or theft of an electronic identity is greater than any other
privacy issue within the any digital authentication system. It can interfere with our lives,
as a trivial nuisance, or it can completely change everything. A trivial example would be
the current credit card scams that exist and the likely financial loses that could occur. On
the other end of the scale the granting of access to restricted resources (i.e. bank account
transfers, company forecasts) via an entity that has destructive and harmful intentions.



Nadia Qasim, S.M. Saleem and Muhammad Qasim Rind 31

DIGITAL SIGNATURES, AUTHENTICATION AND THE LAW

A signature is not part of the substance of a transaction, but rather of its representation

or form. Signing writings serve the following general purposes:

e Evidence: A signature authenticates writing by identifying the signer with the
signed document. When the signer makes a mark in a distinctive manner, the
writing becomes attributable to the signer.

e Ceremony: The act of signing a document calls to the signer's attention the legal
significance of the signer's act, and thereby helps prevent "inconsiderate
engagements.

e Approval: In certain contexts defined by law or custom, a signature expresses the
signer's approval or authorization of the writing, or the signer's intention that it has
legal effect.

o Efficiency and logistics: A signature on a written document often imparts a sense
of clarity and finality to the transaction and may lessen the subsequent need to
inquire beyond the face of a document. Negotiable instruments, for example, rely
upon formal requirements, including a signature, for their ability to change hands
with ease, rapidity, and minimal interruption.

The formal requirements for legal transactions, including the need for signatures, vary
in different legal systems, and also vary with the passage of time. There is also variance
in the legal consequences of failure to cast the transaction in a required form. The statute
of frauds of the common law tradition, for example, does not render a transaction invalid
for lack of a "writing signed by the party to be charged,” but rather makes it
unenforceable in court, a distinction which has caused the practical application of the
statute to be greatly limited in case law.

Although the basic nature of transactions has not changed, the law has only begun to
adapt to advances in technology. The legal and business communities must develop rules
and practices, which use new technology to achieve and surpass the effects historically
expected from paper forms.

To achieve the basic purposes of signatures outlined above, a signature should
indicate who signed a document, message or record, and should be difficult for another
person to produce without authorization. And should identify what is signed, making it
impracticable to falsify or alter either the signed matter or the signature without detection.

Signer authentication and document authentication are tools used to exclude
impersonators and forgers and are essential ingredients of what is often called a
"nonrepudiation service" in the terminology of the information security profession. A
nonrepudiation service provides assurance of the origin or delivery of data in order to
protect the sender against false denial by the recipient that the data has been received, or
to protect the recipient against false denial by the sender that the data has been sent.
Thus, a nonrepudiation service provides evidence to prevent a person from unilaterally
modifying or terminating legal obligations arising out of a transaction effected by
computer-based means.
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o Affirmative act: The affixing of the signature should be an affirmative act which
serves the ceremonial and approval functions of a signature and establishes the
sense of having legally consummated a transaction.

e Efficiency: Optimally, a signature and its creation and verification processes
should provide the greatest possible assurance of both signer authenticity and
document authenticy, with the least possible expenditure of resources.

Digital signature technology generally surpasses paper technology in all these
attributes.

CORE FUNCTIONALITY OF DIGITAL SIGNATURES
AND AUTHENTICATION

Digital Signatures and Authentication is an enhanced Web security solution that
leverages the advanced public-key infrastructure (PKI) capabilities provided by the
Digital Signatures and Authentication Security Manager. It enables the protection of Web
site resources and applications, securely authenticating end-users, and adding
accountability and privacy to online transactions.

REQUIREMENTS FOR IMPLEMENTING DIGITAL
SIGNATURES AND AUTHENTICATION

Many of the requirements and considerations for Digital Signatures and
Authentication as developed by each agency to implement A-130 and the Computer
Security Act of 1987. This includes evaluating aspects such as the full life cycle cost of
the system using digital signatures, system maintenance, facilities, training, backup,
auditing, personnel needs, and other factors. Agencies should apply the same analytical
methodology in evaluating the use of digital signatures for their electronic processes.
Requirements are following:

INTEGRITY OF PUBLIC AND PRIVATE KEYS

Public and private keys must be managed properly to ensure their integrity. The key
owner is responsible for protecting private keys. The private signature key must be kept
under the sole control of the owner to prevent its misuse. The integrity of the public key,
by contrast, is established through a digital certificate issued by a Certification Authority
(CA) that cryptographically binds the individual’s identity to his or her public key.
Binding the individual’s identity to the public key corresponds to the protection afforded
to an individual’s private signature key.

QUANTIFICATION OF POTENTIAL RISKS

The use of digital signatures entails potential risks, some of which are known and
understood, others of which are known and less well understood and still others that may
not yet be known. The consequences of each risk may be related in principle to a
potential cost to the agency. For example, the agency may conclude that a higher
incidence of fraud is likely. This may or may not be true since many believe that the use
of public key technology may actually reduce the incidence of fraud. Depending upon the
particular situation and the way an agency implements its program; the agency may be
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able to define possible financial impacts by extrapolating losses due to fraud without
digital signatures. To the extent that the consequences of a potential risk can be
identified, an agency should consider whether its financial impacts could be quantified.

POLICY, PRACTICES, AND PROCEDURES

Policies, practices, and procedures for the use of public key technology need to be
developed for the application at issue. Indeed, the starting place on a policy level for a
public-key infrastructure is the development of a Certificate Policy (CP). If the agency
has decided to run its own public-key infrastructure, it should prepare a Certification
Practices Statement (CPS). Writing these documents is likely to consume substantial
resources, but those resources are well spent since they create the entire framework for
the agency’s public-key infrastructure, including the issuance, revocation, and use of
certificates. Beyond the Certificate Policy (CP) and Certification Practices Statement
(CPS), existing agency policy, practices, and procedures may have to be altered or
amended. Ideally, these processes should apply broadly to an agency’s electronic
transactions as a whole, or to classes of transactions, and there should be some
consistency or common elements across the Federal Government.

CONNECTIVITY TO EXISTING AGENCY INFRASTRUCTURE

To use public key technology properly in an application, including establishing the
PKI itself, proper connectivity must be provided to the agency’s existing electronic
infrastructure. This infrastructure may include extensive mainframe and other
“backend”information processing systems. Many of the infrastructure’s systems employ
security devices such as firewalls aimed at providing proper segregation and security.
Virtually all devices have databases that may need to be used to support a PKI while
maintaining their integrity

RECORDS MANAGEMENT

Proper management of electronic records maintained or used, as part of the
application must be ensured. This entails:

i) Retaining those records necessary for long-term system operation including,
where appropriate, all certificates or Certificate Revocation Lists (CRLs),
Produced by a Certification Authority;

ii) Retaining audit records and other materials necessary to establish proper system
operation at any point in time as required for legal or other purposes;

iii) Ensuring past records stored using certain electronic formats or media remain
recoverable as those formats or media are replaced with newer technology.

IMPORTANCE OF DIGITAL SIGNATURES AND AUTHENTICATION

Digital signatures are widely used to protect data in secure e-mail systems. It would
be desirable if digital signature could effectively substitute hand-written signatures in
wherever the latter are used.
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In many countries the laws and regulations have been adopted which equalize the use
and functions of digital signature to handwritten signature. However, none of these
countries has had any experience of using digitally signed data as evidence in the court.
The most important step towards the legal use of electronic documents is to enable legal
regulation of digital signatures.

BENEFITS OF USING DIGITAL SIGNATURES AND AUTHENTICATION

Benefits come in many forms. It is important for all of the benefits to be identified so
that a fair comparison of costs and risks can be made many of the benefits cited below
accrue from the use of electronic processes, rather than from the use of digital signatures
per se in those processes. However, public key technology can create a trusted
environment that promotes the use and growth of all electronic processes, so it is
appropriate to attribute these benefits in substantial measure to public key technology.
Potential benefits that should be evaluated include:

1. Time Savings

Use of electronic processes and digital signatures can reduce the time required to
process information collections from sources inside or outside the agency. These may
involve claims for financial or other benefits, bids on procurements, or simply inquiries
involving private or proprietary information. Reduced response time benefits the agency
by reducing per-transaction processing costs. The recipient benefits in ways that it may
be difficult to measure, but which can be categorized as “increased responsiveness of
Government to its citizens.”

2. Cost Savings

The long-term cost of performing agency business may be reduced. These costs
reductions result from decreased transaction time and cost, increased accuracy and
productivity, more effective use of staff in addressing agency priorities, reduced
maintenance or operating costs associated with paper-based systems, and better and more
trusted ways of allowing users to pay for services provided. These effects become more
pronounced as the number of transactions increases.

3. Enhanced Service

The availability and accessibility of agency processes to users inside the agency, to
the public, and to other outside entities is enhanced. The strong authentication, which
digital signatures provide, allows the agency to supply broader service and to promote
Administration goals and objectives to a wider audience. With the burgeoning use of the
Internet and the increasing sophistication of the American public in the use of electronic
processes, microcomputers, and networks, electronic accessibility to Federal agencies
provides an opportunity for a member of the public to contact a Government agency
when and where it is convenient for the individual. In effect, Government can serve the
public 24 hours a day, seven days a week. Many private companies are already operating
in this fashion over the Internet.

4. Improved Quality and Integrity of Data

With electronic processes using digital signatures, the quality and integrity of data
collected are substantially improved. This reduces cost and improves process efficiency.
For example, unlike paper processes, online forms can include field edit functions and
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immediate data integrity and consistency checks. Thus, errors can be detected during
input and corrected at that time (i.e., before transmission), saving agency and customer
time and effort.

This approach also ensures the customer that the information he or she is providing
will be accepted and that no errors were inadvertently introduced as a result of data-entry
mistakes. These errors could be caused by poor penmanship on the part of the customer
or by typographical errors on the part of the Government employee. Moreover, digital
signatures provide strong authentication processes between the user and the system
serving the user that help to assure users that it is safe to supply private information
electronically and to receive the full benefit of electronic transactions.

These types of interactions are already becoming commonplace in the online market.

CONCLUSION

Digital authentication systems enable individuals and organizations to have
confidence in electronic transfer of privacy related information, by providing a trust
infrastructure that enables confidentially, integrity, and non-repudiation of
communications. The authentication structure must ensure that procedures are in place to
control access to critical components of the system. Government must create and enforce
laws to protect the public and build public confidence. The general populous should be
made aware of their responsibilities in the management of their key material.

The public-key infrastructure is capable of providing the biggest and most trustworthy
authentication mechanism that is currently used in our society. Opportunities for
implementing of public key technology applications have improved the delivery of
services both internally and to outside parties and to improve work processes with
existing business partners.

Most of digital signature protocol has high levels of security. One-time digital
signatures based on hash functions involved hundreds of hash function computations for
each signature; for online access to a time stamping service, we can sign messages using
only two computations of a hash function.

Digital signature implementation in existing or new database applications requires
careful consideration of all the elements involved from the underlying Public Key
Infrastructure (PKI) to the physical data schema of the application’s database to the
application software and cryptographic modules used to create and verify the digital
signatures. Integrating all of the elements can be a formidable task, but with the proper
planning, tools and controls in place it is achievable.

Digital Signature Algorithm (DSA) can be used to generate a digital signature. Digital
signatures are used to detect unauthorized modifications to data and to authenticate the
identity of the signatory. In addition, the recipient of signed data can use a digital
signature in proving to a third party that the signatory in fact generated the signature. This
is known as no repudiation since the signatory cannot, at a later time, repudiate the
signature.
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Digital Signatures and Authentication provides these strong security capabilities to
Web-based applications. These capabilities provide strong authentication, Digital
Signatures, and End-to-end encryption for bringing critical business functions to a Web
Portal.
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ABSTRACT

It is shown among others that if [f (x) P(dx) is a Darboux integral where P denotes
probability measure defined on all right closed intervals (a,b] under d-fine tagged
partition t; € I; < [t - & (t), t; + 8(ti), 1 = 1,2,3, n; where t;, s are tags, d(t;) is a positive
function on I — [a, b] and 3 is a gauge on . Further if R* [a,b] denotes the class of
generalized Darboux integrable functions, f [a,b] — R continuous function, f [a,b] is
compact R* [a, b] is uniquely determined containing Lebesgue integral as a corollary.

INTRODUCTION

The integral [f(x) P(dx) was first of all [5: p. 205] introduced by J.G. Darboux in
1875. In the integral [f(x) P(dx), P denotes the probability measure. This integral

plays a very important role in engineering, science, statistics and mathematics. We begin
with probability measure P which is defined on all right closed intervals; (a, b] in R" and

if a right closed interval A is the union of a pair wise disjoint right closed intervals A,
Ay, Az Apthen P (A)=P (A)) + P (A))+ PA3)+...+ P (A)).

Following the terminology [2], and [4], for each right closed interval A and each
positive € there is a right closed interval B such that B < A and P (B) > P (A)-. €.
Substituting P for positive measure in f (t;)- €/2 (b-a) £ f (x) £ f (t)+ €/2 (b-a)...(1)
where t; € I [ti- 8 (t), t; + O (ti) ] where t;, s are tags, O (t;is a positive function on I = c
[a,b] and & is a gauge on 1. From (1) above, follows the Darboux integral [f (x) P(dx)
when A = R" and the integral if it exists is called expectation of f denoted by E (f) =
[f(x)1P(dx).

If ¢ is a subset of R" whose indicator function I, is integralable, c in this case is called
event and the assigned probability measure is given by P (¢) = [I (X) P(dx) . Following
[2] and [14], we obtain:

Theorem I:
If cl, c2, c3, ...is a countable set of events and if they are pair wise disjoint then

P (Uj.Cj., ) = Zj = P2 ( Y )
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Proof:
For j=1, the result is obviously true. Applying Mathematical Induction and supposing
the result to be true for j=k-1.

k -1 _ k-1 . . . . . .
P[UY; 2 ¢, ] =[ 2 “'P;, (c;,) since ¢’s are pairwise disjoint so we have:

Pj (Ui ¢;,) =P [U*, n ¢ ] + P [Uc, N ¢%,] where ¢ denotes the complement of ¢
Hence P [Uj— ¢] =P (c) + = (c*" (ci). = ' P(j).

The result is, therefore, true for all values of j € N.

It is easy to prove that step functions are integrable so we deduce that every Darboux
integrable function; {f (x): a < x < b)} is also integrable determined by f (t;)- €/2 (b-a) £
f(x) £ f (t)+ /2 (b-a) where t; € [, = [t;— & (t,), t; + & (ti)] where t,, s are tags, O (t)is a
positive function on I = — [a, b] and J is a gauge on I. We generalize the Darboux
integral keeping the inequality f(t;}) — €/2 (b-a) < f (x) < ft,) + € /2(b-a) in view we have
for each € >o there exists a positive constant & such that for every partition. (t; A;), (t,,
A), (13, A3), (t Ay) and with each t; € Ai, and each A; with length less than & it is true that
2 () P(AL) -€/2 <J < X £ (1) P (A;) € /2 where f is the expected value of generalized
Darboux integral.

Let D" [a,b] denote class of generalized Darbous integrals. Following [3] and [4] we
obtain.

Theorem 2:
If f € D" [a,b] then the expected value of the integral of f is uniquely determined.

Proof:
Assuming that J’, J” are expected values of generalized Darboux integrals. Let
€ 70 then there exists gauges 8’ €, 0" €, for partitions P, and P, of [a, b] respectively

such that 1X ] (ti), P (Ai)— "1 < €/, and 1Y | (1) P (AD)—J" < €/,

Let 8 (t) = min [0 €/, 6" €/,] for te[a, b] so that & (t) is a gauge on [a, b]. [f P is a
8e — fine partition then P is both 8 €/,, and 8” €/, so that! J-J'! =! J1- ¥ [(t,) P(Ai)
+ (X ) ti) P (Ai) — J”! < €/2+€/2 =€. Since € is arbitrary, it follows that J* = J”, so
uniqueness is proved. Following [1: p.116] the interval [a, b] is closed and bounded and
hence compact.

We have the following generalization:
Theorem 3:
Let f: [a, b] — R be continuous mapping f is Darboux integrable w.r.t. tagged

partition then f [a, b] is compact.

Proof:
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Since [a, b] is compact and f is Darboux integrable which is uniformly continuous
function with respect to d-fine tagged partition, f [a, b] is continuous image of [a, b]
implying thereby f [a, b] is compact.

Definition:
A function f € R* [a, b] such that If] eR [a, b] is said to be Lebesgue integrable on
[a, b].

Theorem 4: Let R*[a, b] denote_class of generalized Darbous integrable functions and
L[a, b] family of lebesgue integrable functions then for f, w € R™ *" and | (x) | Zw x)

allx{a,b}thenfeL[a,b]and| j: f|4jf |f|4jf w.

Proof:

Since [a,b] is compact and f is Darboux is integrable which is uniformly continuous
function with respect to ofine tagged partition, f [a, b] is continuous image of [a, b]
implying thereby f [a, b] is compact.

Definition:
A function f € R’ [a, b] such that ... | f| e R [a, b] is said to be Lebesgue
integrable on [a, b].

Theorem-4:
Let R [a, b] denote class of generalized Darboux integrable functions and L[a, b] be
family of Lebesgue integrable functions then for f, w € R" [a, b] and | £ (x) | <w (x) all

xe[a,b]thenfeL[a,b]and|jf f|SJ’f |f|SLll7 w.
Proof: Since |f| >0 = fe L [a, bl and-|f|< f<|f| implies that | [ £[< [ |f]<

2 wand [ [0 £1<" [fl< [0 w.
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ABSTRACT

Alpha-distribution also known as Bernstein or Inverted Normal Distribution has been
scarcely discussed in the literature. The distribution has been derived by Gertsbakh et al
(1969), and independently developed by Vysokovskii (1966) as a result of wear analysis
of broad nosed cutting tools. The distribution has been further discussed by Pandit and
Sheikh (1980), Kendall and Sheikh (1979) and Ahmad and Sheikh (1981 a, b, c).

In this paper we obtain the Laurent-series expansion of Alpha probability function of
a complex variable and coefficients of nth power of the variable are derived in terms of
Hermite polynomials. We use the method of steepest descent to obtain moments of
Alpha-distribution and used the moments to estimate the parameters. An example from
the engineering design is given to illustrate the estimation procedure.

KEY WORDS

Bernstein Distribution, Fatigue Life, Hermite Polynomials, Inverted Normal,
Log-Normal, Steepest Descent Method.

1. INTRODUCTION

The Alpha-probability function has been developed to model the life characteristics of
machine components which deteriorate according to a scheme of non-stationary linear
random wear processes (Ahmad and Sheikh, 1981 a and b and Ahmad et al., 1981). The
two parameters of Alpha probability function considered in this paper is

f(x)z%i%exp[—az(l—ﬁ/x)z}, xz0 (1.1)

where >0 is the location parameter and a > 0 is the shape parameter. The probability

density model (1.1) can also be derived as the probability function of the reciprocal of the
normal random variate (Ahmad and Sheikh, 1981a). The function f(x) is a bimodal

function. The two modes are given by X :iB[li\/1+4/ az] The function

mode 2

becomes unimodal for large value of a when positive root of the equation is considered.
The mean and higher moments of (1.1) do not exist.
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In this paper we obtain the Laurent series expansion of f(x), f(x) being a function of a
complex variable x for [x| > 0. We show that the coefficient B, (a,B) of the Laurent

expansion involve Hermite polynomials. We derive the recurrence relations and the
difference equations satisfied by B, ((x,B) and use the method of steepest descent to find

the asymptotic moments of the Alpha probability distribution for large o, which are used
to estimate parameters. An example from the engineering design is given to illustrate the
estimation procedure.

2. LAURENT SERIES EXPANSION

Consider the function when o, >0 and x is a complex variable. The function has an
essential singularity at x = 0. The Laurent series expansion for f(x) in the domain [x| > 0

is givenby f(x)= X B,x", where

d
B -1 /() L T 2.2)
2 c Sn+l

and c is any simply closed contour enclosing the origin (See also Abian, 1981). We find

I o
B,=-; exp| ~a” 4(B,0) |cos| D(a,B,0)]d0, 2.3)

where A(B,0)=1+2Bcos0+p *cos20
and  D(o,p,0)=2a’B sin@—a’B*sin20+(n+2)0.

3. RECURRENCE RELATION FOR B,

Consider the function (1.1) in terms of its Laurent series expansion

()= B G.1)

n=—00

Differentiating (3.1) with respect to ¢, we have

2{1—“—2“ 0‘2332 } =3 nB (3.2)
tot t p——
where y = f(t) ,
and (3.2) is written as
23 Bt —20°BY B,t" 2 +20°B* Y B,t" 7 =Y nB " (3.3)

Equating the coefficient of "' from both sides of (3.3), we obtain the recurrence
relation:
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(n+2)B, +2a°BB,,, —2a°B* B,,, =0. (3.4)
Replacing ¢ by B¢ in (3.1), we have

exp[—ocz (1—1/;)2] =Y B, (c.B)p"s" (3.5)

1
B2
where B, = B, (a.,B).

Comparing the coefficients of ¢” in (3.5), we obtain the relation
B, (o.B)=p "B, (a,1), 0. (3.6)

The relation (3.6) is important for computational purpose.

Consider (3.1) again. Expand the right-hand side of the function at (3.1) and equate it
to the Laurent series expansion, we get

i B, (Ot,l)x":xz{l—az(l—x2)2+02t—é:(l—x1)4-1- ...... }

n=—0w

SR CHEHERREE e

Comparing the coefficients of x/ , we get

B (a,1)=0

4
B (a,1)=1-0’ +(;—!— ...... —e
B (a,1)= 2a’ Beiaz

and so on.

4. REPRESENTATION B,(a,1) IN TERMS OF HERMITE POLYNOMIALS
Since Hermite polynomials are well tabulated in literature, we may express B, (a,l)
in terms of Hermite polynomials. Replacing t by % and B =1 in (3.1) and multiplying

it by exp(ocz) , we get
(1) =2 exp| -a(1-1) |

exp(a2 )f(l/t) =1 exp[—oczt2 +20L2t]
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Let u = at, then

u?‘l

o’ exp(ocz)f(ij =4’ exp[—u2 +2au] =u? i H,(a)—

n=0 n!
where H, (o) is Hermite polynomial of degree n.
Replacing x for x ', we find

x—(n+2)

f(¥)= 3 Bx"=¢ Y o'H,(a)

n=—o0 n=0 n !

A.1)

Comparing coefficient of ¢ from (4.1), we obtain
B, (a,1)=0, i=-10,1,2,3,..... 4.2)
B, (a,1)= 67“2H0 (a)
B_y(a,1)=0e ™ H, (o))

and so on. In general, we have

e g (a), = 0,123, 43)

—(n+2) n!

0 -1
We write the Laurent series Y, B, (a,1)t" as Y, B, (a,1)".

n=—x n=—00

Thus
()= 3 B, (wl)”

=3 4, (o)
n=2
where

n
o2 a

Ay (1) =e H,(a),  n=0]12,... (4.4)

n!

A4, (a,1) can be evaluated using the relation (3.6)

5. ASYMPTOTIC EXPANSIONS FOR THE MOMENTS

Since mean and higher moments of the Alpha distribution do not exist, it is of interest
to derive asymptotic expressions for moments of the Alpha random variable for large
values of the parameter o by using the steepest descent method. For details of the method
reference may be made to Daniel (1954).

Consider the moment generating function of the Alpha random variable:
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| (1-p/ 2

£(0) =21 %

It can be shown that for large values of the parameter o, the method of steepest
descent leads to the following asymptotic expression for g (x) ;

2 ()

=0 k!

1

£y (52)

Differentiating (5.2) r-times with respect to x and equating x = 0, we obtain
asymptotic expansion for the rth moment about origin

, - ® (2m +7r— 1)!
bo=B (1Y (5.3)
" om(207)
Ifr=1 and r = 2, the asymptotic expressions for the first two moments are
u':B[HL} (54)
: 202 '
’ 2 3
and p; =P {1-1——2} (5.5)
2a

The variance is approximated by
My =)y B /o (5.6)
Further results can be obtained by introducing more terms from the expansion (5.3).

Let m; and m, be two sample moments using the two-moment equations (5.4) and
(5.5). The moment estimating equations are

= 1
my =Bl 1+— (5.7)
l [ 2a° j
and  m, =B%/2a> (5.8)
Eliminating § from the equations, and solving for o, we have
~ 4
p="0 1 1772 (5.9)
2 m
- 1 =
and o= B. (5.10)
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In view of relations (5.4) and (5.6), Mzz <.

’
1

The asymptotic variances of the moment estimates (5.9) and (5.10) are given by (See
Stuart and Ord, 1977),

le Ko ik

(lz

4(nf -13)

where Var(m,), Var(m,) and Cov(m,,m,) are given by Stuart and Ord (1987).

Var(B)le {Var(ml) . var(m,) 2C0v(m1,m2):|

and Var(d)l [Var(ml)—i-{ulz —u%}—i—p% Var(mz)—4C0v(m1,m2)J

6. ILLUSTRATIVE EXAMPLE

We consider the data on fatigue life of aircraft aluminum alloy from Shimokawa and
Hamaguchi (1977) obtained as a result of fatigue life testing conducted on 2024-T4
aircraft structure aluminum alloy specimens. The distribution model for the data as
suggested by Shimokawa and Hamaguchi (1977) is the lognormal model. They validated
their proposed model by plotting the data on a lognormal paper.

We show that the Alpha distribution is also a very suitable candidate for the type of
failure data and may show to be even better than the lognormal model. We estimate o
and B by moment method. The sample moments are m; =21063.332 and

m, =3198257.00. Thus the estimated values of the parameters are B =20910.381 and
a =2.82677. Using these estimates of the parameters, we obtain the distribution

function, F(x)= @{x/z (8.2677){1 _M}} The adequacy of the Alpha as well
X

as the lognormal model is checked by Kolmogorov-Smironov test (using the K-statistic)

which indicate that both models are acceptable. The calculated value of K-statistic for

Alpha model is 0.1367 which is less than the K-statistic for the lognormal model

(K'=.01479), indicating that Alpha model provides a better fit to the fatigue life data.
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ABSTRACT

This article presents the simulation analysis of three parameter Generalized
Exponential Models. The two-parameter generalized exponential distribution was
recently introduced by Gupta and Kundu (1999). We presented the relationship of
between shape parameter and other properties such as in probability function, cumulative
distribution function, reliability function, hazard function, cumulative hazard function,
median life, mode life and point of inflexion models are presented graphically and
mathematically. Here we compare these relevant parameters such as shape, scale
parameters by using Monte carol simulation.

1. INTRODUCTION

The Generalized Exponential models are the reliability models can be used in the
reliability engineering discipline. This paper presents the relationship between shape
parameter and other properties such as probability function, cumulative distribution
function, reliability function, hazard function, cumulative hazard function, median life,
mode life and point of inflexion models are presented graphically and mathematically.
The Generalized Exponential distribution will be suitable for modeling for the
applications of mechanical or electrical components lying in the life testing experiment.
Some works has already been done on Generalized Exponential distribution by Gupta and
Kundu (2003). Debasis Kundu, Rameshwar D. Gupta and Anubhav Manglick (2005)
presented the Discriminating between the log-normal and generalized exponential
distributions. Gupta, R. D; Kundu, D (2001 b) also derived Generalized exponential
distributions for different methods of estimation.

2. GENERALIZED EXPONENTIAL MODELS ANALYSIS

2.1 Generalized Exponential Probability Distribution

The Generalized Exponential probability distribution has three parameters n,[3

and ¢, . It can be used to represent the failure probability density function (PDF) is given
by:

B
Jeep () = E{l —Exp {—(ﬁlﬂ
n n

-1

t—t,
Exp{—[ Oﬂ,n >0,B>0,t, >0,~0<t, <t
n

@.1)
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where [ is the shape parameter representing the different pattern of the Generalized
Exponential PDF and is positive and mn is a scale parameter representing the

characteristic life at which (63.2)[3 % of the population can be expected to have failed

and is also positive, ¢, is a location or shift or threshold parameter (sometimes called a
guarantee time, failure-free time or minimum life).

Generalized Exponential FDF

Fig 2.1: The Generalized Exponential PDF

If t, =0 then the Generalized Exponential distribution is said to be two-parameter

Generalized Exponential distribution. In the life testing process if #, > 0 then the origin

of the PDF lies to the left of the PDF of the recorded life time data. For the recorded life
time data when ¢, <0 then the origin of the PDF of Generalized Exponential distribution

lies to the right of the PDF. In practical terms which may be explained as there being
some delay before the duty actually starts. It is important to note that the restrictions in
equation (2.1) on the values of f,,n,p are always the same for the Generalized

Exponential distribution. Fig. 2.1 shows the diverse shape of the Generalized Exponential
PDF with ¢, =0 and value of n=10 and B (=0.5, 1, 2, 3). Fig. 2.1 shows the diverse

shape of the Generalized Exponential PDF which is quite similar with the weibull
distribution probability density functions. The Generalized Exponential and the weibull
distributions are both the generalization of an exponential distribution. From the results
of Gupta and Kundu (2003) it is observed that in many situations Generalized
Exponential distribution provide better results than the weibull distribution. Therefore for
skewed life time data experimenter prefer Generalized Exponential distribution than the
weibull distribution.
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2.2 Cumulative Distribution Function

The cumulative distribution function (CDF) of Generalized Exponential distribution
is denoted by Fzp(f) and is defined as

B
Fogp() = {1 - Exp{—( ’ _n’O m 2.2)

When the CDF of the Generalized Exponential distribution has zero value then it

. _1\P
represents no failure components by #, . When ¢ =¢;, +n then F, (¢, +1) = (l —e 1) and

p
for n=10 then it also gives FGEP(to-i-n):(l—e_l) :(0.63212)ﬁ, it represents the

characteristic life’ or ‘characteristic value.. Fig. 2.2 shows the special case of Generalized
Exponential CDF with #, =0 and for the value of n=10and B (=0.5, 1, 2, 3). It is clear

from the Fig. 2.2 that all curves started from the point of origin the characteristic point for
the Generalized Exponential CDF.

2.3 Reliability Function

The reliability function (RF), denoted by R;zp(¢) (also known as the survivor
function) is defined as I- Fypp (¥)

B
Ropp (t) = 1—{1—Exp{—[t_to m 2.3)
n

We see that Rgpp(¢) + Fgpp(t)= 1. Fig. 2.3 shows the Generalized Exponential RF
with 7,=0 and value of 1 =10 and  (=0.5, 1, 2, 3). It is clear that all curves intersect at

the point of one the characteristic point for the Generalized Exponential R;;p () .

2.4 Hazard Function

The hazard function (HF) (also known as instantaneous failure rate) denoted by
hgpp(t) and is defined as f;zp () / Repp(t)

p-1
s S )
heep(1) = L L ! 2.4)

e 3]

When B =1, the distribution is the same as the exponential distribution for a constant

hazard function and Agzp(#) =— so the exponential distribution is a special case of the
n
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Generalized Exponential distribution and the Generalized Exponential distribution can
be treated as a generalization of the exponential distribution. When [ < 1, the hazard
function is continually decreasing which represents early failures. When [ > 1, the
hazard function is continually increasing which represents wear-out failures. So the
Generalized Exponential is a very flexible distribution. Two main reasons for the
popularity of the Generalized Exponential distribution are that it has simple expressions
and closed forms to model the probability density function (PDF), reliability function,
cumulative distribution function (CDF) and hazard function. It can be used to represent a
wide variety of in-service life failure patterns for many types of products. Fig. 2.4 shows
the Generalized Exponential HF with #, = 0 and value of n=10 andf} (=0.5, 1, 2, 3).

2.5 Cumulative Hazard Function

The cumulative hazard function (CHF), denoted by H ;;p(¢) and is defined as

b
Hepp() = —In 1{1—Exp{—(t_t° m 2.5)
n

The relationships between CDF and CHF of the Generalized Exponential distribution
are represented as

Foep () =1=e o™ or  H oo (t) = —In[1= Fipp (£)]

The Generalized Exponential CHF with 7, =0 and n=10 and B (=0.5, 1, 2, 3). It is

important note that the entire curve started through pints of origin on the graph of
Generalized Exponential CHF.

3. GENERALIZED EXPONENTIAL MODELS
AND SIMULATION ANALYSIS

Here every Generalized Exponential model is in a form of simulation analysis. The
process of designing Generalized Exponential models of a real system and then we have
conducting computer-based experiments with these models to describe, explain and
predicting the behaviors of the real system over extended periods of real time. Other
important properties of the Generalized Exponential distribution are summarized as
follows. It is important to note that figures 3.1 to 3.3 are all based on the assumption
that#, =0.

3.1 Median Life

The median life (SOth percentile) of the Generalized Exponential distribution is
defined as
.

2
2

3.1)

Mediangpp =ty +nIn
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This is the life by which 50% of the units will be expected to have failed, and so it is
also the life at which 50% of the units would be expected to still survive The relationship
between [ and (median life/n) is shown in Fig. 3.2 Taking the first derivative of

equation (3.1) and equating it to 0, an extremely large value can be obtained: as § — o,
median life/ n — 1. Fig. 3.1 shows that  and median life/ n have a positive proportion.

3.2 Mode Life
The mode life of the Generalized Exponential distribution is defined as
Modegp =ty +nn|p| (3.2)
The relationship between B and (mode life/ 1) is shown in Fig 3.2, It is clear that

there is no mode life when B =0 Mode life/nn becomes asymptotically increasing
asP — w. Again f and mode life/n1 have a positive proportion when > 0.

3.3 Point of Inflexion

The Point of Inflexion of the Generalized Exponential distribution is defined as

topp =t +Min 3.3)

I
1-J1-B

The Point of Inflexion of the Generalized Exponential distribution mean a point at
which the concavity changes. It is clear that there when B < 0.1 then the value becomes

very high approximately 141 and when B > 1the curve changes its position and become
negative. So between 0.1<B <1 is the main phase in which the curve shows its
concavity changes for the Point of Inflexion of the Generalized Exponential distribution.

5. SUMMARY AND CONCLUSIONS

In this study we have seen that the Generalized Exponential distribution is the flexible
distribution model that approaches to exponential distributions when its shape parameter
changes. The comparative comprehensive study of the reliability modeling is predicted
from hazard analysis. When (=1, the distribution is the same as the exponential

distribution for a constant hazard function so the Generalized exponential distribution is a
special case of the exponential distribution and the exponential distribution can be treated
as a generalization of the Generalized exponential distribution. So it concludes that the
Generalized Exponential distribution is a very flexible reliability model that approaches
to exponential distributions.
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6. GRAPHICALLY ANALYSIS OF GENERALIZED
EXPONENTIAL DISTRIBUTION
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Fig. 2.2 The Generalized Exponential CDF
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Fig. 2.4 The Generalized Exponential Distribution hazard function
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ABSTRACT

Designing human computer interaction interface is an important and a complex task,
but it could be simplified by decomposing task into subcomponents and maintaining
relationships among those subcomponents. Task decomposition is a structured approach,
applicable in both Software Engineering and Human Computer Interaction (HCI) fields
depending on specific processes and design artifacts. Using design artifacts applications
could be made for analysis and design by making the hand draw sketches to provide high
level of logical design based on user requirements, usage scenarios and essential use
cases. To design hand draw sketches there are some strategies to be followed .i.e.,
planning, sequential work flow, and levels of details. In this research paper we are
presenting design artifacts, goals, principles, guidelines and currently faced problems to
human computer interaction design community. Moreover in the end concluded with
assessed observations in a case study

Keywords: Artifacts, Design

1. INTRODUCTION

This report focuses on the design, design Goals, some major principles, some
currently faced problems and importance of the Design Artifacts. "Design" as a verb
refers to the process of originating and developing a plan for a new object .i.e., machine,
building, product etc, As a noun, "design" is used both for the final plan or proposal .i.e.,
a drawing, model or the produced object. The design of graphical user interface of
especially big software is not only expensive and time-consuming, but it is also critical
for effective system performance. Design is driven by the requirements like what
artifacts is for and how is to be implemented. Design represents the artifacts as story
boards, screen sketches, tasks flow diagrams and finally in executable prototypes[8].
Moreover, Design keeps the understanding of the role of the task for which the interface
will be used and the work environment in which the interface will be applied. Experience
various approaches to the identification of critical factors influencing interface design and
development.
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Artifact document is the design decision and the architecture leading to the required
design. Artifact is mainly divided into two categories .i.e., requirement specification and
system architecture [1]. Requirements specification is the description of functional and
non functional requirements whereas system architecture includes context, archetypes,
structure and design decisions. Context is the interfaces defined to the external entities,
archetypes are the core abstractions on which the system is build, structure is the
component that constitutes the system and finally the design decisions are the rules,
constraints and transformation of the system architecture.

In this research article we first present an introduction to Human Computer
Interaction (HCI), briefly describing its three main design ideologies in section II. Then
we provide the information about design principles in section III, design patterns in
section IV, design guild lines in section V, basic design goals in section VI, currently
faced major design based problems in section VII and in the end we have presented a real
time case study describing the whole software application development process
emphasizing on the design of graphical user interface in section VIII.

2. HUMAN COMPUTER INTERACTION (HCI)

Human Computer Interaction (HCI) is the study of design, evaluation and
implementation of interactive computing systems for human use [7]. HCI mainly
consists of three ideologies .i.e., Design idea, design activity and design learning. Design
Idea is the tradition of arts where as design activity is the action performed by artifact(s).
Design learning is the main and important ideology comprises of three important
elements i.e., iDeas notebook, the iDeas blog, and iDeas wall. [10].

A) iDeas notebook

iDeas notebook extends the traditional notebook design by merging the physical and
electronic input in to sketches. The main activities of iDeas notebook are electronic file
based activities which are automatically created by notebook page photographs and while
retaining the physical aspects of the idea log. There are some advantages of iDeas
notebook that they are rapidly capturing rich amounts of data, ready at hand and familiar
interaction, permitting designers to focus on tasks rather than tools, and accompanying
users in the field and wherever, whenever design happens.

B) iDeas blog

iDeas blog serves as a digital store of collected and generated information. There are
two sources of inspiration for iDeas blog .i.e., traditional blog and shared electronic
portfolios. Traditional blog, are primarily text based and require lots of interactions to
add visual information where as shared electronic portfolios follows highly formalized
way to explicitly support visual and textual information. The iDeas blog is the extension
of lightweight, automatic integration and archival of iDeas notebook inputs.

C) iDeas wall

iDeas wall provides an interactive surface to present and create ideas and general
purpose contents. It is a vertical display surface with direct manipulation capability which
can afford collocated group interactions, including the presentation interaction style and
the whiteboard interaction style of brainstorming sessions. The iDeas wall provides three
methods for users to create and import content: they can sketch and write on the wall as
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they would on a whiteboard; they can import content from the iDeas blog; or they can
bring up an iDeas notebook page directly by using the pen as a command device. Content
created on the wall is saved to the iDeas blog.

3. DESIGN PRINCIPLES
There are four main design principles [9] [11].

A) Cooperation

Cooperation plays a vital role in software project development. The important and
primitive principle of design process is the cooperation between both developers and the
end users. Because in the design process with respect to the participatory design point of
view there exists an uncommon principle .i.e., presenting the same issues with completely
different perspectives and dimensions.

B) Experimentation

Generally experimentation is performed in the middle of recently acquired
possibilities and the currently existing conditions. To assure that the present conditions
are in conjunction with new ideas and supported by two primitive principles .i.e.,
concretization and contextualization of design, Principles are in associated with the above
mentioned visions performing experiments with visions and hand on experience.

C) Contextualization

Design hooks its initial point with a particular configuration in which new computer
based applications put into practice. Participatory design emphasizes on situations based
on the implementation of iterative designs. The design composition of use is tied up with
numerous social and technical issues. Generally participatory design of the development
will specifically includes different kinds of participants i.e. Users, Managers and the
design developers.

D) Iteration

In design process, we should hang on to some issues which are not yet revealed,
which are visioning the future product from design point of view and the construction of
work from use point of view. But participatory design puts a controversial statement in
accomplishing the same by making use of artifacts i.e. Prototype. Designers with
cooperation will make use of the artifacts as a source for delegation of work.
Participatory design also ends up with a controversial statement for trivial division of
work in the process of development, which pleads overlap among the members of
analysis, design and realization groups.

4. DESIGN PATTERNS

Like software engineering design patterns there are also some graphical user interface
design patterns [12] .i.e., Window Per Task, Interaction Style, Explorable Interface,
Conversational Text, Selection, Form, Direct Manipulation, Limited Selection Size,
Ephemeral Feedback, Disabled Irrelevant Things, Supplementary Window, Step-by-Step
Instructions [13].

A) Window Per Task
This design pattern specifies organization of the user interface into windows
dedicated into different tasks. This organizes all the user interface components.[2]
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B) Interaction Style

This pattern helps in selecting the primary way in which users interact with windows.
This pattern is also identifies the interaction style for the users in the form of Selection,
Direct Manipulation. [4]

C) Explorable Interface
This pattern provides the guidance on minimizing the cost of user’s mistakes by
providing the information about exceptions and errors. [4]

D) Conversational Text
This pattern provides information about designing a GUI to accept commands in the
form of textual input. [13]

E) Selection
This pattern describes a style of user interaction where the user chooses selection
from the list. [6]

F) Form
This pattern allows a user to input discrete structured data as in put into the GUI. [13]

G) Direct Manipulation
This pattern provides guidance on how to structure user interactions. [6]

H) Limited Selection Size
This pattern provides the guidance on how to structure sets of selection. [6]

I) Ephemeral Feedback
This pattern without interfering with the natural flow of applications provides
feedback to users about the current status of the work. [13]

J) Disabled Irrelevant Things
This pattern provides guidance on how to hide or disable GUI elements that are not
relevant to current context. [13]

K) Supplementary Windows
This pattern provides information about supplementary window. [6]

L) Step-by-Step Instructions
This pattern helps the user in performing the required task by performing certain
actions in a sequence using applications. [13]

5. DESIGN GUIDELINES

A successful design interface can be implementable using the following guidelines i.e.
Design should be presentable

Criteria / principles should be applied

Prepared according to the project proposal

Specified according to the requirements

Should be evaluated

Assessed by mental work load

Design mock-ups should be implemented
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A safe analysis should be performed

Should be flexible enough to adopt rapidly prototyped changes and modifications
Design should be iterative.

Use case modeling' should be used with the identification of user interface
elements

6. BASIC DESIGN GOALS

A successful design interface has three main primary design goals .i.e., high
resolution, clean screen and fluid interaction.

A) High Resolution

An interactive design must display required quantitative material including images
and application windows at an appropriate resolution for the user standing at the board (a
resolution comparable to workstation monitors). To provide a smooth wall like
environment, it needs to be flat, continuous surfaced and without physical seam
interruption. In the future most probably large high resolution based flat panels will be
available.

B) Clean Screen

There is a striking difference between the visual look of a paper based project and a
standard GUI screen. The GUI intersperses the user's content with a profusion of visual
“widgets” for control: window boundaries, title bars, scroll bars, tool bars, icon trays,
view selection buttons, and many more. A whiteboard or project wall, on the other hand,
provides a uniform blank surface whose content is the user's marks or posted pieces of
paper. To capture the feel of a wall we want to reserve the visual space for content, with
an absolute minimum of visual distraction associated with interaction mechanics. We
organize our display as an arbitrary collection of opaque and translucent “sheets,” which
can be created, drawn on, and moved independently. Sheets have only content on them,
without visual affordances for actions.

C) Fluid Interaction

Along with the visual clutter of GUI interfaces, there are continual interruptions to the
flow of activity. Dialog boxes pop up, windows and tools are selected, object handles of
various kinds appear and are grabbed, and so on. To some degree this is inevitable to
provide complex functionality. The traditional workstation GUI is oriented toward
facilitating the speed of highly differentiated actions done by experienced users whose
attention focus is entirely on the current computer activity. But users of a wall display are
often engaged in simultaneous conversation with people in the room, so their focus on the
board is episodic. They do not have the additional cognitive capacity to cope with
complex state differences, or have a high tolerance for having their attention distracted to
the interaction with the board instead of with the people.

An interactive wall interface needs to provide more functionality than a whiteboard,
but this need not call for widgets, modes, dialogs, and the other apparatus of complex
interaction.

"'UML can be used for use case modeling [3]
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7. DESIGN PROBLEMS
These days high quality HCI Design is difficult to implement because of many
reasons [5] i.e.
e Market pressure of less time development
Rapid functionality addition during development
Excessive several iterations
Competitive general purpose software
Expensive errors
Creativity
Human behavior analysis

8. CASE STUDY

In this case study we try to limit the software engineering specific issues and we have
concentrated on general issues of any interactive system by keeping a general reader in
our mind set but some software design specific information is included as a part of our
case study especially the sections followed by Class Descriptions, any non software
engineer can skip that section as a part of his reading. Case study consists of a process
including requirements, finalized requirements, use cases, conceptual class diagrams,
class descriptions, physical sketch, identification of GUI design patterns and
implemented user interface.

A) Requirements Specification
According to the user’s requirements, we have to implement a chat application for
two more than two user text based communication consisting of some basic but main
requirements i.e.
e There should be a logging process (user login and logoft.
e Login user can
o View already online/connected users.
o Write messages
o Send that messages to other users
o Select one user individually or all the users at a time to send or broadcast the
messages to all the connected users.
Receive and read the responses coming from the other connected users.
o Attach or upload picture (any) of jpeg format which will be visible to all the
connected users.
o See the picture of selected user in picture window.
o Picture window should be like optional, I.e. If user doesn’t want to see or
have picture window then an option is to be provided to close that window.
o Log off when he wants
o Quit the application.
e Application should be very simple and interactive.
e Application should be flexible enough so then in future of some changes are
needed then can be performed easily without interrupting already implemented
stuff.

o
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B) Finalized Requirements
From above discussed specified requirements here are some listed finalized functional
requirements for HCI Chat application .i.e.,

1.

e A ol

Logging

View already connected users

Write Message

Send message to a particular selected user as well as can broadcast the
Message to all connected users

Read the responses coming from other users

Upload the .jpg picture, which all the connected users can view

Also see the other connected user’s uploaded picture

Can close & open the picture window

C) Use cases:
The following illustration shown in Fig 1 is the snapshot of manually designed Use
Case diagram of HCI chat application. Below is the list of actions to be performed by the

user.

WRH_ANR WD =

Login

View Users

Write Message

Send Message

View Response

Upload Picture

View Uploaded Picture

Close / Open Picture Window
Logout

Fig 1. Manually deigned Use Case diagram of HCI Chat
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D) Conceptual Diagram

The following illustration shown in Fig 2 is the snapshot of manually designed Class
diagram of HCI chat application’s java based classes .i.e., First, Pool, Server,
Implementer, PicDialog, Uploadlmage, Options, AddMenuBar, PicPanel, Listner,

Fig 2. Manually deigned Class Diagram of HCI Chat

1. First. JAVA: This is the top level class which instantiates other class based on the
user requirement. This is the class responsible for generating the parent window
responsible for chatting. This class also in turn instantiates many components on the
parent window and also spawn the child windows for uploading the pictures of the
relevant users of both the ends.

2. Pool. JAVA: This is the remote interface which contains the declarations of the
function only. This interface is the main interface which provides the information
about server’s functionality. All the clients are provided with the remote reference to
have access to this functionality of the remote Server. In order to access these remote
functions every client is provided with the “STUB” and “SKELETON”.

3. Server. JAVA: This is the remote server class binding the remote object to a
“Global Name” in a registry for client access, provides a copy of that registered object
to all the clients. Clients can issues a remote call on a function using global name by
performing a process called “LOOK UP”. The default registry used with this
application for binding objects is “RMI REGISTRY™.

4. Implementer. JAVA: This class provides the definitions for all the functions
declared in the “Pool. JAVA?”. This is the class which actually implements the remote
interface and provides the definitions for all the functions declarations in the remote
interface. The object bounded in the registry is the object this class. This object is also
responsible for exporting the bounded reference. It extends the class “UNICAST
REMOTE OBJECT”.

5. PicDialog.JAVA: This is the window which will display the picture in child
window. This window is spawn out by the main window depending upon the user’s
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chosen option. This is also the class which uploads the picture of every user to the
server and displays the uploaded image at the connected user’s panel. This will also
automatically update the panel of the connected user with updated. A dedicated thread
is running to monitor automatic change of the picture of the connected users.

6. Uploadlmage.JAVA: Sending & Receiving the images from source and
destination. This is the dedicated class running at the client side called by the “Pic
Dialog” class when the image of particular user is uploaded or an image of a
connected user to be downloaded. In turn the dedicated thread will also continuously
accessing this class for downloading the picture from the connected user at regular
intervals.

7. Options. JAVA: This is an independent class which exclusively provides options
to the classes that extends this class. This is designed flexible enough to extend
application with new options in future.

8. AddMenuBar.JAVA: This is also an independent class which provides the feature
‘Menu Bar’ with specified menu items to every class that extends this class. Adding
Menu bar with specific options of a particular window is very flexible simply by
calling a function of this class with new Menu Items. This change will be
immediately reflected on the GUI with ease.

9. PicPanel.JAVA: This is another independent class which contains panels that
could display images on those panels. This class provides any number of panels by
simply creating instance of this class. This independent class also provides the panels
with picture uploading capability.

10. Listner.JAVA: This is the last but most important and independent class which
registers the Listener for handling Action Events the application.

E) Physical Sketch & Implemented GUI
Using the design ideologies, principles, patterns and guild lines we have sketched the
graphical user interface of HCI Chat using manual drawing process as shown in Fig 3.

Fig 3. Manually deigned HCI Chat Sketch
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Then keeping above shown in Fig. 3 manually sketched graphical user interface we

designed and implemented real time software graphical user interface of HCI Chat as
shown in Fig. 4.

F)

zeeshan 4§ pic FRAME 7 B4
‘CLICK HERE CLICK HERE
SIGN OUT
: rUSERS LIST—
UPLDAD PIC
- sudhir
zeeshan
rMESSAGE TO
SPECIFIED USER | v| | | | SEND; |
UPLOAD
PRESS ENTER TO SEND MESSAGE

Fig 4. Implemented HCI Chat Sketch

Identified GUI Design Patterns in HCI Chat
These are some identified GUI Design Patterns in HCI Chat as shown in Fig .5 which

are .i.e.,

1. Window Per Task: This pattern is identified in the above figure as a window
designed for chat application. This window will also organize all the user interface
components required for chatting. There are two different windows which are
performing two different tasks (Chat & Picture).

2. Interaction Style: This pattern is also identified in the above application as it
provides the interaction style for the users in the form of Selection, Direct
Manipulation.

3. Explorable Interface: This pattern is identified in the above application as it
provides an information message to the user before they sign out from the application.
This warning is provided because that operation is an undoable operation. Sign out
option which asks user, that he really wants to sign out or by mistake he did. More
over application will never allow user to select the image other than .jpg and if by
mistake he selects other than .jpg file it will prompt him and ask him to select valid
one or he has selected the wrong one.

4. Selection: This pattern is identified in the above application in the form of single
selection. The “Message To” and “List of users” in the above window allows users to
select an option among the list of options. Both the selections are single selections.

5. Direct Manipulation: This pattern is identified in the above window as the
pressing “ENTER Key” allows sending message rather than pressing the “SEND”
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button on the window, and the “Arrow Keys” allows selecting the options from the
“Message To” selection list apart from the mouse selection.

6. Limited Selection Size: This pattern is identified in the above window in the case
of Group Messaging. To send a group Message definitely the “Message To” options
list provides guidance to send group message.

7. Disabled Irrelevant Things: This pattern is identified in the above window, as the
option “To all Users” from the “Message To” options list is selected then the “Users
List” will be disabled. This is to ensure that the message will be sent to all the users in
the list but not to a specific user.

8. Supplementary Windows: This pattern is identified in Picture Window as well as
the dialog window present as the supplementary window.
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Fig 5. Design Pattern Identification in HCI Chat GUI

9. CONCLUSION

Our main intention of writing this research paper is to aware graphical user interface
designers of almost all the aspects in designing interactive Systems. We have stated our
research consisting on the investigation of currently faced major problem to HCI field,
brief description of Human Computer Interaction ideologies, design principles, design
patterns, design guild lines and basic design goals. Moreover in the end we have
presented a case study describing the whole software application development process
emphasizing on the design of graphical user interface.
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ABSTRACT

In this paper we have suggested a new estimators and improved version of Naik and
Gupta (1996) estimator, using two auxiliary attributes. Empirical study has also been
conducted to compare various cases considered in this paper.
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coefficient.
1. INTRODUCTION

Auxiliary information may increase the precision of estimator when estimand is
correlated with auxiliary variables. In general these auxiliary variables are quantitative,
but Naik and Gupta (1996) introduced a qualitative auxiliary information in ratio, product
and regression estimators. In this paper, we have developed a chain ratio estimator for
full, partial and no information . For this consider a simple random sample of size n
drawn without replacement from a population of size N. Let (y,,1;;.7;,)1s point showing

ith observation on main variable y; and jth auxiliary attribute 1; (j=1, 2).The complete
dichotomy is recorded with respect to attributes 1;  say Ty =1 if ith unit of population

N n
possesses jth attribute 7 and 0 otherwise. Let 4,_ > Ty A= > t; denote total number of
i=1 i=1

units possessing attribute T; in population and sample respectively. Let P= i
N

and p. = % denote proportion of units possessing attributes t; in population and sample

respectively. Ey =)7—?,Etj =p;,— P ,E(Eyz)zeszyzwhereezl_%,

n

E(Ey)=0=E(E‘tj )aj=1’2 ,E(Ef/):GP/szl ’E(Eygrj)zeppijCijCTj 4

. 2 N 2
E(e; e )=0RC KC, 0, »andSrj —mEl(Tiz‘*P/’) >

1 N — S},Tj . . . . .
Syr, :m;‘i(yi _Y)(Tij —Pj), where Pry = 55 is a point bi-serial correlation
4 J

coefficient and le (—1< le < +1) is coefficient of association. Let n and ny be size of

first-phase sample and second-phase sample respectively (,12<n1 ), Pjay Djadre
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proportion of units possessing attribute t; in first-phase and second-phase sample
respectively. y, is mean of main variable in second-phase sample.

Also
€yz :_)_/2 _Y )

@, =Pin-PI712e o P~ 0;=0,-6,

2 _ 202

i j(Z)) _93P/ Ctj
e (e -e = 0. Y , L forj=1, 2.

E(ey2 (er,m etjm) 93YC},PICTJ_ Ppy» 01 )= 1,

> N = _ = _ 22 N_0n V22 = >
Ee,)=Ee, )—E(e?m)—O,E(eyz )=0,7°CyL Ele, -e

Naik and Gupta developed ratio estimator only for full information i.e.
_ P
tl(l):y_l’ (L.1)

p

The mean square error of ¢, is
MSE (1,4, ) =0Y? [Cj +Cp ~2pp, C},CT]J (1.2)

2. PROPOSED CHAIN RATIO ESTIMATOR

2.1 Single-Phase Sampling (Full Information case).

Some improvements on Naik and Gupta (1996) estimators have been suggested for
single and two-phase sampling using two auxiliary attributes. For this let the population
proportions A and P, are known, say we have full information about both auxiliary

attributes.

We propose a chain estimator on the line of Naik and Gupta (1996) by using two
auxiliary attributes. i.e.

bLay = ;[i] (i] 2.1
P D>

The mean square error ofz,, is
_ — 2
. =2 _ (= Y _ Y _
MSE (ty,) ) ® E(ty,) -Y) R E| e, T

MSE[zz(l)jzeYz [cg +C2+C2 =2C,C, ppy -2C,Co ppy, +2C, C, le}(z.z)

2.2 Two-Phase Sampling (Partial Information case).

Let the population proportions B, is known and P, is not known, say we have partial

information about auxiliary attributes. We propose a chain estimator on the line of Naik
and Gupta (1996) by using two auxiliary attributes. i.e.
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_ B pz<1)
foy =T | 2 || 22 (2.3)
pl(2) p2(2)

The mean square error ofz;,, is

S . =\2 _ Y _ Y (= — ’
M, E(t3(2) ) ~ E(t3(2) _Y) ~E %, _;6'51(2) _?(6120) _eTZ(ll )
1 2

MSE ()| % 72 [0.: 0., +0,C, ~20,C,C Py ~20,C,Ceyppy 420, Co, le}

24)
If P, were also known then 6, =0, =0 for this we have,

MSE|1,,, | =072 [cg +C2+C2 22C,Cyppy -2C,Ceyppy +2C: le} .
This is mean square error of full information case.

2.3 Two-Phase Sampling (No Information case).

Let the population proportions F, and P, both are not known, say we have no

information about both auxiliary attributes. We propose a chain estimator on the line of
Naik and Gupta (1996) by using two auxiliary attributes. i.e.

— pl(]) pzu
Ly =V | — = 2.5)
P2 Py

The mean square error of 7, is

— 2
_ Y- -
MSE(tM) ) ~E (t4<2> _Y)2 ~ E[e)’z _?1(6[1(2) _eTl(l) )_E(eTz(Z) 7812(1) )J
MSE 1,0, =7 [0,6 +0,(C;, +C2 =2C,C, ppy, ~2C,C. ppy, +2C, C., le)}(z.@

3. EMPIRICAL STUDIES

For the purpose of comparison real populations were obtained Govt. of Pakistan
(1988) Food and Livestock Wing.
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APPENDIX
Table-1:
Description of Populations and Variables.
o . Main Attribute-I (19) Attribute-II(t,)
Pop # Description Variable is present if is present if
District-wise area and | Production | Area of Districts
1 | production of all Fruits | of all Fruits | greater than 1000 | Districts of Punjab
for year 1995-96 (In tones) hectares
District-wise area and | Production Districts of Area of Districts
2 production of Wheat of Wheat | NWFP (including greater than 25
for year 1997-98 (In tones) Fata Areas ) hectors.
District-wise area and | Production | Area of Districts Districts of
3 production of Onion of Onions greater than 50 NWFP (including
for year 1996-97 (In tones) hectors Fata Areas )
District-wise area and | Production Area of Districts
4 production of Onion of Onions | Districts of Punjab greater than 60
for year 1997-98 (In tones) hectors.
Table-2
Relative Efficiency and Ranking of Various Estimators
Relative Efficiency of Ranking of
Various Estimators Various Estimators
Pop # tl(l) tzu) tz(Z) t4(2) tl(l) tZ(l) tl(z) t4(2)

1 100 41.90 55.05 54.20 1 4 2 3

2 100 | 100.70 100.41 121.96 4 2 3 1

3 100 | 137.61 118.96 188.80 4 2 3 1

4 100 | 119.9272 | 110.2074 | 110.231 4 1 3 2
Average Ranks 325|225 | 275 | L.75

Rank of Average Ranks 4 2 3 1

MSE[II(% E(*J <100

From Table 2, one can observe that proposed estimator Ly is the most efficient

REF =

estimators among four competing estimators, other two estimators (¢, and ¢ ) are also

more efficient than Naik and Gupta (1996) Estimator ¢

1 *
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ABSTRACT

The task of association rule mining is to find correlation among a set of items in a
database. This is a two step process. First step involves finding the frequent itemsets.
This step has shown to be NP-Complete. The second step derives inferences from these
itemsets. Most of the popular algorithms require setting up of different kinds of heuristic
thresholds. These user provided thresholds are generally inadequate because i) the user
may be naive and may not set effective thresholds and ii) the thresholds may not be
optimally efficient. This may cause an algorithm to fail in finding the true patterns and
may report spurious patterns that do not really exist.

We present a novel algorithm for finding frequent itemsets without user provided
thresholds which is fundamentally different from the known algorithms. This method is
based on measuring dissimilarity using Jaccard’s dissimilarity coefficient and
demonstrates that to find frequent itemsets it is not necessary to generate all candidate
itemsets and also without setting support threshold. We have demonstrated that the
distance based data mining technique can successfully be applied to Boolean Databases
to extract frequent itemsets. This framework is a practical solution of such problems, and
has shown encouraging results to generate frequent itemsets from Boolean databases.

KEYWORDS

Association rule, Frequent itemsets, Jacard’s dissimilarity measure, Boolean database.

1. INTRODUCTION

Data Mining is the discovery of hidden information found in databases [6][7]. Data
mining functions include clustering, classification, prediction, and associations. One of
the most important data mining applications is that of mining association rules.
Association rules, first introduced in 1993 [1], are used to identify relationships among a
set of items in a database. These relationships are not based on inherent properties of the
data themselves, but rather based on co-occurrence of the data items. Our emphasis in
this paper is on the basket market analysis data. Various algorithms have been proposed
to discover frequent itemsets in transaction databases.

The AIS algorithm is the first published algorithm developed to generate all large
itemsets in a transaction database [1]. This algorithm has targeted to discover qualitative
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rules. This technique is limited to only one item in the consequent. This algorithm makes
multiple passes over the entire database.

The SETM algorithm is proposed in [2] and motivated by the desire to use SQL to
calculate large itemsets [3]. In this algorithm each member of the set large itemsets,
Lk , is in the form <TID, itemset> where TID is the unique identifier of a transaction.
Similarly, each member of the set of candidate itemsets, Ck, is in the form
<TID, itemset>. Similar to [1], the SETM algorithm makes multiple passes over the
database.

The Apriori algorithm [4] is a great achievement in the history of mining association
rules. It is by far the most well-known association rule algorithm. This technique uses the
property that any subset of a large itemset must be a large itemset.

The Off-line Candidate Determination (OCD) technique is proposed in [5], and is
based on the idea that small samples are usually quite good for finding large itemsets.
The OCD technique uses the results of the combinatorial analysis of the information
obtained from previous passes to eliminate unnecessary candidate sets.

Sampling [8] reduces the number of database scans to one in the best case and two in
the worst. A sample which can fit in the main memory is first drawn from the database.
The set of large itemsets in the sample is then found from this sample by using a level-
wise algorithm such as Apriori.

Each association rule mining algorithm assumes that the transactions are stored in
some basic structure, usually a flat file or a TID list, whereas actual data stored in
transaction databases is not in this form. All approaches are based on first finding the
large itemsets. The Apriori algorithm appears to be the nucleus of all the association rule
mining algorithms.

This paper proposes a novel technique which don’t require that large itemsets first be
found rather it is based on calculating the similarity distance among the items. The
intuition behind this technique is that similar items are in close proximity to each other
and dissimilar items are far a part. The distance between items approaching zero are
similar and the distance between items approaching one are dissimilar.

This paper is divided into 7 sections. Section 2 formerly describes the problem of
association rule mining. Section 3 discusses the logical data analysis methods. presents
the proposed technique. The algorithm and conclusion are shown in section 4 and 5,
respectively.

2. ASSOCIATION RULE PROBLEM
A formal statement of the association rule problem is as follows:

Definition 1: [1][9] Let I = { i}, i, .... , i,,} be a set of m distinct attributes. Let D be a
database, where each record (tuple) T has a unique identifier, and contains a set of items
such that T < I. An association rule is an implication of the form of X =Y, where X,

Y c I are sets of items called itemsets, and XY = ¢ . Here, X is called antecedent
while Y is called consequent; the rule means X = Y.
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Two important measures for association rules, support (s) and confidence (o ), can be
defined as follows.

Definition 2: [1][9] The support (s) of an association rule is the ratio (in percent) of the
records that contain X U Y to the total number of records in the database.

Definition 3: [1][9] For a given number of records, confidence (o) is the ratio (in
percent) of the number of records that contain X UY to the number of records that
contain X.

Association rules can be classified based on the type of vales, dimensions of data, and
levels of abstractions involved in the rule. If a rule concerns associations between the
presence or absence of items, it is called Boolean association rule. And the dataset
consisting of attributes which can assume only binary (0-absent, 1-present) values is
called Boolean database.

3. LOGICAL DATA ANALYSIS

The logical analysis of data was originally developed for the analysis of datasets
whose attributes take only binary (0-1) values [10, 11, 12]. Since it turned out later that
most of the real-life applications include attributes taking real values, a “binarization”
method was proposed in [13]. The purpose of binarization is the transformation of a
database of any type into a “Boolean database”.

Table-1:
Original database
D Age: Age: m-status: m-status:
20-29 | 30-39 single married
1 1 0 1 0
2 0 1 0 1

LAD is a methodology developed since the late eighties, aimed at discovering hidden
structural information in Boolean databases. LAD was originally developed for analyzing
binary data by using the theory of partially defined Boolean functions. An extension of
LAD for the analysis of numerical data sets is achieved through the process of
“binarization” consisting in the replacement of each numerical variable by binary
“indicator” variables, each showing whether the value of the original variable is present
or absent, or is above or below a certain level. LAD has been applied to numerous
disciplines, e.g. economics and business, seismology, oil exploration, medicine etc. [14].

Logical Analysis of Data (LAD) is one of the techniques used in data analysis. Unlike
other techniques, which involve probabilistic and geometric analysis, LAD uses logical
rules to analyze observations. Its main purpose is to detect hidden patterns in the data set
that distinguish observations of one class from the rest of the observations.

3.1 Binarization
The methodology of LAD is extended to the case of numerical data by a process
called binarization, consisting in the transformation of numerical (real valued) data to
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binary (0, 1) ones. In this [15] transformation we map each observation u = (u, ug,...) of
the given numerical data set to a binary vector x(u) = (x;, x5,...) € {0, 1}" by defining e.g.
x; = L iif uy > a;, X, = 1 iif ug > 05, etc, and in such a way that if u and v represent,
respectively, a positive and negative observation point, then x(u) # x(v). The binary
variables x;, 1 = 1,2, ..., n associated to the real attributes are called indicator variables,
and the real parameters a;, i1 =1, 2, ..., n used in the above process are called cut points.

The basic idea of binarization is very simple. It consists in the introduction of several
binary attributes associated to each of the numerical attributes; each of these binary
attributes is supposed to take the value 1 (respectively, 0) if the numerical attribute to
which it is associated takes values above (respectively, below) a certain threshold.
Obviously the computational problem associated to binarization is to find a minimum
number of such threshold values (cutpoints) which preserve the essential information
contained in the dataset, i.e. the disjointness of the sets of (binarized) positive and
negative observations.

In order to illustrate the binarization of business datasets, let us consider the examples
presented in Table-1. A very simple binarization procedure is used for each variable
“age” and “marital status”. Quantitative attributes such as “age” is divided into different
ranges like age: 20..29, 30..39, etc. The “marital status” variable is divided into binary
values by converting its domain values into attributes.

Table-2:
Boolean Database
ID Age marital status # cars

1 23 single 0

2 38 married 2

3.2 Binary Variables

A binary variable has only two states: 0 or 1, where 0 means that the variable is
absent, and 1 means that it is present. If all binary variables are thought of as having the
same weight, we have the 2-by-2 contingency table of Table-3, where g is the number of
variables that equal 1 for both items i and j, » is the number of variables that equal 1 for
item 7 but that are 0 for item j, s is the number of variables that equal 0 for item i but
equal 1 for item j, and ¢ is the number of variables that equal 0 for both item i and j. The
total number of variables is p, where p = ¢ + r + s + ¢.

Table-3:
A contingency table for binary variables.

Item j
- 1 0 Sum
§ 1 q q+tr
= 0 s t s+t
Sum qt+s r+t P
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For noninvariant similarities, the most well-known coefficient is the Jaccard
dissimilarity coefficient, where the number of negative matches ¢ is considered
unimportant and thus is ignored in the computation:

r+s

d(i, j)=
q+r+s
The measurement value 1 suggests that the objects i and j are dissimilar and the
measurement value 0 suggests that the objects are similar.

4. THE ALGORITHM

This algorithm is designed to work on Boolean databases. Binarization technique
must first be applied to convert transactional data into Boolean database. The algorithm
can best be explained using an example. Consider the following market basket data which
has been transformed into Boolean format.

Table-4:
Market basket data in Boolean format

I, I, I3 1, Is
T, 1 1 0 0 1
T, 0 1 0 1 0
T; 0 1 1 0 0
T, 1 1 0 1 0
Ts 1 0 1 0 0
Ts 0 1 1 0 0
T, 1 0 1 0 0
Ts 1 1 1 0 1
Ty 1 1 1 0 0

First column of the Table-4 indicates the transactions from 1 to 9 and subsequent five
columns indicate the items purchased. Zero (0) means absence of the item and one (1)
means it is present.

In order to use Jaccard’s coefficient to find frequent itemsets we use K maps to
arrange ¢, r and s. To find whether /;, I, are frequent items we arrange K-Map for ¢, r
and s as shown in the Table-5 below.

Table-5:
K-Map for two items
]1 ’ ]1
L’ 0 2
2 3 4

Where d(1,, I,) = (2+3)/(2+3+4) = 0.55. If d < then I,, I, are declared frequent itemsets.

Similarly for other itemsets of size greater then 2, K-Maps of different sizes are
constructed and their distances are computed respectively according to the technique
presented in algorithm given in Figure 1.
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Algorithm
Tupet
@& User sgpecified threshald befweer O and I
T Binary trarsaciional database
Step
1) o = fininizig .. Int S8f af data ifems in
transaciional daiabase.
2} Clreate & Map for all the Permuitation in roww
3) Sean the transactfional database and puf the
presence for every combination of dafa ifems
in Corresponding & maps for every
perpmiation af row.
41 for every permutation of &
a1 calculate dissimilarity using E IWap
constructed for every permutation using
the following Jaccard’s dissimilarity

equaticn
11 1 1
Al By iz dy 1= ol g )
imDig=0i,—0 i -0
1 1 1 1
JO0, = L DI L L L )
iDi, 00 3.0
— 00,0

s3] it d= g then # i iz ... i, are frequent

]

Fig. 1: Distance-based association rule mining algorithm

5. EXPERIMENTAL RESULTS

To experiment with the above algorithm we needed data sets. ARtool is an application
for mining association rules in binary databases [16]. We have generated synthetic binary
databases using ARtool. The generated databases are in a specific format to be used only
with this tool. But we needed to have synthetic database in a different format required to
be used with our algorithm. Therefore, the binary database is first converted into ASCII
format by the utility available in ARtool i.e. db2asc and then this ASCII format is
converted into binary database format used in our algorithm. By using the above
technique we have generated databases described in the Table-6.

Table-6.
Synthetic binary databases
D atabase T AT |1 P | AP
T200ATAII0P3AP4.db | 200 | A 0|5 |4
TH00ATSII0P3AP3 .db| 500 | 5 10|53
TADATAEIIOPSAPL.db ) 400 | a 10514

Where T is the number of transactions, AT is average size of transactions, I is the number
of items, P is number of patterns and AP is average size of patterns. We have coded the
algorithm in C++ language and experimented with the above data sets on 850MHZ
machine with 512 MB of RAM and windows XP operating system with user supplied
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dissimilarity threshold value of 0.5 to generate frequent itemsets (FIS) as shown in the
Figure 2. It has been observed that lesser number of FIS are generated as the size of FIS
is increased and vice versa.

min dis=imilartty threzhald 05
a0
]
— 30 A
L=
i 20 A
10
o
b L o =] T
—e— T200.TH1 DR S2P 4 .
—a TSO00.TI10P SR 3 Srme of FIS
—a— T 4005 TE 1 OF S0

Fig. 2. FIS generation result

In order to verify the correctness of our technique we have applied apriori [4] and
FPgrowth [17] on the data sets given in the Table-6 and this established that same FIS
are generated with both algorithms as DB-Miner has generated are shown in the Table-7.

Table-7:

Max number of FIS (0.5 dissimilarity threshold)
Database Algorithun | TOT AL FIS
Apriori
T200ATEMTOPS AR 4 FP-growth [
==B-hliter

Apriori
TS00ATSII0PSAPS FP-growth 25
= B-Iliner

Apriord
T400ATAIIOF 5AP4 FP- growth 36
-B-Mliner

6. CONCLUSION

The objective of this research is to study distance based dissimilarity measures for
ARM. [18] Discusses 21 different distance based measures. Among those distance based
measures, in this paper we have studied the application and implementation of Jacquard’s
dissimilarity measure for generating frequent item sets.

This also establishes that the clustering measures can also be used for association rule
mining. The experiments showed the effectiveness of the technique. In future we intend
to compare this algorithm with the established algorithms of association rule mining for
efficiency purpose.
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ABSTRACT

This paper presents a generic and universal architecture design for robotic
manipulators. A flexible approach is taken to develop the design philosophy throughout,
resulting in a hardware architecture that is portable, can be integrated and enables the
implementation of advanced control methods. The application of many such controls has,
traditionally, often been severely restricted in partial commercial robotic systems because
of limitations associated with their controllers; rather than the arms themselves.

Beginning with an in-depth and independent study of robot controller technology and
architecture, made in the context of the recent advances in the computer technology and
intelligent methods in control, the concept of an open architecture controller and the
various attempts to implement it both commercially and experimentally are examined.
The architectural presented has three layers, each of which can be decomposed into
further functional sub-modules. The high level reference model for controlling intelligent
sensor based manipulators.

INTRODUCTION

Industrial robots are currently employed in a large number of applications, and are
available with a wide range of configurations, drive systems, physical sizes and payloads.
However, despite the perceived wide spread deployment of robots, recent surveys
indicate that the number in service throughout the world are much less than predicted
twenty, or even then, years ago.

In contrast, much academic research has been undertaken in recent years aimed at
improving the performance of robots using a number of advanced techniques. They have
included model based techniques for predictive and adaptive control, force and hybrid
force position control schemes, and attempts to introduce intelligent control methods,
especially using ANNs and fuzzy-logic based control Linkens & Nyongesa (1996);
Renzik (1997). Whilst varying degrees of success have been demonstrated, the
application of many advanced methods has often been severely restricted in practical
commercial robotic systems because of limitations associated with their controllers,
rather than the arms themselves Kozlowski (1997).

OPEN ARCHITECTURE

The computer workstation community first coined the phrase” open architecture” in
the early 1980°s Green field et al. (1989); In particular, Sun Microsystems Inc.
emphasized that the ‘openness’ of their computers provided complete specifications to
their customers and third party vendors, and openly encouraged users to understand
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modify and add to the internal specification of the computer. Essentially all hardware and
software was open to changes and new hardware products could be integrated and
modified at will. The reason Sun promoted this idea was that system was open; research
engineers and third-party companies could develop and supply hardware and software,
increasing the capabilities of the product. This increased the customer’s base, and both
the original computer supplier & third party supplier realized greater profit, which in turn
meant more work on R&D, which meant more versatile low cost devices becoming
available, and so on.

The impact that ’open’ system has had on the computer science culture has been
remarkable. From a general computing point of view, the term ‘open architecture’ has
been attributed the following definition:

“An architecture whose specifications are public, this includes officially approved
standards as well as privately designed architectures whose specifications are made
public by the designers. The opposite of open is closed or proprietary”

This definition is applicable to the general computer science community as a whole,
but the phrase ‘open architecture controller ‘, which has been partly plagiarized from this
definition since the late 1980s Green field et al. (1989), requires a slightly different
definition.

OPEN ARCHITECTURE CONTROLLER

In general, Robot controllers can be broadly classified into three different types Ford
(1994), Proctor & Albus (1997):

1. Proprietary: The controller structure is effectively closed. Integration of
external or new hardware (including sensors) is either very difficult or impossible.

2. Hybrid: The majority of the system is closed (control laws etc etc.) but some
aspects of the system remain open. It is possible to add new devices such as
Sensors.

3. Open: The controller design is completely available to be changed or modified by
a user. The hardware and software structure can be changed such that all elements
(servo laws, sensors, GUIs) can be modified without difficulty.

ENABLING TECHNOLOGIES

When considering the implementation of an open architecture controller based on the
architectural specifications and models discussed In section 3.1, a particular hardware
Architectural must be committed to. The high level, somewhat abstract architectural
specification documents have lead developers of prototype systems to choose the
following enabling technologies Ford 1994; Pfeffer & Tran (1997); Anderson et
al.(1997); Schofield & Wright (1998):

1. Standard operating system (OS) like DOS or Windows.

2. Non —proprietary hardware such as PC’s or SUN workstations.

3. Standard bus systems such as PCI or VME.

4. Use of standard control languages such as C or C++ or Java(3.85 mm) medium

and positioned as a superscript character.
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OPERATING SYSTEMS FOR OPEN ARCHITECTURE CONTROLLERS

The operating system provides a software interface to enable the user to run
application program and performs tasks such as port /0, updating the screen display and
communicating with peripheral devise. In general, the tasks that an open architecture
controller has to manage can be split into two different categories.

1. Direct machine control. This encompasses drive interfacing, signal conditioning,
trajectory generation, servo - control (or other joint control algorithms),
sensor/transducer interfacing and co-coordinating asynchronous events.

2. Non — machine control. This encompasses tasks such as interpreting instruction
sequences (CNC codes/robot program files), higher level communications to other
systems and providing user interfaces.

We can also classify these two sets of task into real-time and non real-time. The
definition of real time, which relates to the computing control systems, is given
accurately by Microsoft Corporation Microsoft (1995):

“A real time system is one in which the correctness of the computation not only
depends upon the logical correctness of the computation, but also upon the time at which
the result is produced. If the timing constraints of the system are not met, system failure is
said to have occurred”.

COTS MOTION CONTROLLERS

From the wide variety of industrial motor control equipment available a servo
controller of this nature requires a minimum, for each axis under control, a 0-10 VDC
analogue output channel and an encoder input channel Pires & Sa da Costa (1997). A
wide variety of products exist, each with differing feature and option.

The PMAC (programmable multi-axis controller) card manufactured by Delta Tau
Systems is a PC expansion card for most common local bus systems (PCI, VME etc.) and
is equipped with onboard A/D and D/A converters, digital I/O, encoder inputs and PLC
emulation. Many accessories are available to provide further expansion. It has a Motorola
DSP 56001 Digital Signal Processor running at a clock speed of 20 MHz (standard), and
up to 60MHz (enhanced). It is highly flexible system that allows many advanced custom
features to be incorporated. A diverse array of options and control features is available as
standard, making the card highly suited to research, robotics and machine tool
applications.

Communications between the host processor and the PMAC servo controller take
place via the common system bus, using ASCII character format. This is generally the
case for these types of controller. The interpretation of the meaning of the information
contained in each ASCII word is dependent on the manufacturer who designed the
product, and it is for this reason that the OSEC committee plan to link activities with the
European and American organizations responsible for OSACA and SOSAS in an attempt
to globally standardize a set of software services that open controllers should be able to
provide, including low-level motion control. An initial proposal has been drafted and
submitted to the International Standards Organization (ISO) Sawada & Akria (1997); ISO
Draft (1995).
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SENSOR INTERFACING

One of the main motivating forces behind the push proprietary to open architectures
was the need to add extra sensing devices to the controlled machinery, in order to
improve quality and efficiency. According to the control design methodology (CDM),
sensory processing in a robotic system can be sub divided in to two categories:

1. Internal sensory feedback. This concerns data that is an integral part of motion
control aspects of the system, such as feedback from axis encoders and solvers,
use of a COTS motion controller will provide appropriate interfaces to this
equipment.

2. Environmental sensory feedback. This concerns the data comes from additional
sensors not directly utilized for axis control, for example a force sensor.

PROPOSED CONTROLLER ARCHITECTURE

The architectural presented has three layers, each of which can be decomposed into
further functional sub-modules. Fig. 1 shows graphically the high level reference model
for controlling intelligent sensor based manipulators.

Before decomposing the levels into their more detailed sub modules, an over view of
the high level model will be given. Each layer of the architecture has a general
descriptive name: the top layer is called the application layer and acts to provide a high
level service interface to the user. The Control layer is directly beneath the application
layer and receives these requests for task services. In a similar manner to the CDM, each
task has an associated mode of control that is to be performed to complete the task.

Graphical Lser
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Fig. 1. High level Reference Architecture.

Below the Control Layer is the Device layer, which receives these requests and
performs the necessary actions to carry them out. The device layer has the direct physical
connections to the robot under control. The overall concept of the Open Controller is one
of flexibility and adaptability. The hybrid elements of the controller are not designed to
be configured by the third party or specialized packages, but by tools such as automatic
code generators embedded in the application itself. This enables the controller to become
its own development and configuration environment.
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THE APPLICATION - LAYER

Two of the main features of the application layer functionality, shown in Fig. 2, are in
handling a graphical interface to the user and providing a set of services that enable the
application to communicate with third-party software and hardware, and allow third party
software access to, and control of, its own features.

The users interface must ne intuitive and allow the user to access all of the
controller’s functionality and parameters. It must provide features that enable the creation
and testing of mission programs. In addition, it must allow access to design time tools for
software module creation.

The application layer must also be able to interpret a mission program, break it down
into tasks and request the services of the control layer. Although somewhat dependent on
the chosen implementation architecture, the form of the task service requests and the data
that is exchanged will, at the highest communication level, be in the form of ASCII code
strings passed to and received form the OSI application level interface.

UserInterface

I !

IMission Program Application ‘ Third Party Interface

]

TaskService Respurse | ask Service Request

Fig. 2. The Application layer.

THE CONTROL - LAYER

When the task service request and its associated parameters arrives, Via the OSI
interface, the control layer Fig. 3 must first decide on the required control strategy for
each task, we can define three possible runtime states, initialization, execution and
termination. Initialization involves the calibration of external sensors, loading of required
modules, calculation of drive transformation etc and anything that is required for the next
state, which is execution. This state involves the actual execution of the required control
method in real time until a terminating condition is reached. Upon entering the
termination state, the required clean-up routines can be executed to unload control
modules or ‘look ahead’ to the next task to see if any can remain loaded. The control
layer provides the application with any desired information as task executes, and requests
the services of the device layer as required.
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Fig. 3. The Control Layer.
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To perform these functions, the primary components of the control layer are the
Dynamically Reconfigurable Control System (DRCS). During initialization, required
components from the controller library are configured inside the DRCS to perform the
required control. During execution, its inputs are from internal and environmental sensors
feed back, and task parameters. Its outputs are the internal states of its control modules that
are passed to the scheduler, and motion control signals to be passed to the device layer. The
scheduler is responsible for ensuring that each of the runtime states is executed correctly,
and for overseeing the internal communications of the layer. It is also the scheduler that
decides for the given task, which modules are to be loaded into the DRCS from the control
library and what information to the sensor library in the form of requests for sensor data, or
the setting of output values. The sensor library is responsible for interpreting this data, and
assembling the correct request to pass to the fieldbus protocol to carry it out. It can also be
configured to provide the DRCS with the required environmental sensor information at
each sampling interval when executing a control mode.

Again assuming that the interface between control and device layer is implemented
via OSI model, the request to, and responses from, the device layer will be in the form of
ASCII code strings passed and received from the OSI application level interface.

THE DEVICE - LAYER

The interface between the device layer and the control layer is of vital importance.
The interpretation of the information flowing between the application layer and the
control layer is necessarily abstract, and its actual meaning depends upon the syntax of
the mission program, how it is broken down into the required tasks what control method
can be employed to perform tasks. This can be configured in the controller’s design state.
The interface to the actual devices that control the robot and provide sensory information
is not abstract and must adhere to a recognized standard, and it seems this is solely
dependent upon the implementation equipment.

If there was a universal protocol and set of services for fieldbus devices to adhere to,
and a similar common protocol to dictate the operation of motion control equipment, this
could be attached to the reference architecture. This would ensure that whatever
implementation equipment was chosen, the functionality would remain identical. From
the discussion of chapter three, it was seen that although there are plans for such standard
protocols in the near future, none exist in practice at the time of writing. At this stage, it
will be assumed that such protocols sexist and design the interpretation of the device
level service requests and responses. When suggesting the implementation model,
suitable technologies can be chosen from those available.
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Fig. 4. The Device Layer.
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Essentially, the device layer, which is shown in fig 4, receives two different types of
request from the control layer interface. One is a network request, either to set or read a
sensor value, or conFig. a new node via fieldbus. Form the stored routines in the protocol
library, these requests are carried out physically and the resulting data/status information
passed back up to the control layer. The other is a motion service request, and can take
the form of data requests for the current joint angles/torques, for example, or to servo
each joint to a given position. The motion control elements of the device layer perform
these functions and pass measured data/status back to the control layer.

DISCUSSION

The reference model is arranged logically, with each layer having a specific group of
similar functions perform. This enables the real time requirements of each layer’s
functions to be the same, with the tightest requirement at the device level, intermediate
requirement at the control level and almost asynchronous at the application level. The
intermediate requirement is still classified as hard real-time, but the sampling rate can be
reduced by a factor of approximately ten from that of the device layer Khosla (1987);
Chen & Parker (1994). At the application level, the information exchange is still
classified as real-time, but can be considered as soft real time compared to the lower level
Microsoft (1995). For example, the GUI must be updated with new information around
20Hz, but a small deviation in the update interval (so long as it doesn’t exceed a pre-
specified bound such as 400%), will not cause system failure.

The architecture is designed so that some of the principles of alternative reference
architecture and methodologies, especially the Control Design Methodology (CDM) Putz
& Elfving (1992), Can still utilize to some extent by Controller.

In particular, the activity analysis/task definition stages of the CDM can be utilized,
along with the task definition from the CDM catalogue. The extended hybrid architecture
of the GCA removes the need for the remaining steps of the CDM to be followed, as the
implementation architecture exists and can be modified in design time to suit. The DRCS
incorporates some of the concepts from the Chimera methodology Stewart & Khosla
(1994), but remains abstract in implementation where as Chimera methodology could be
incorporated as a DRCS implementation for the Controller, so long as a suitable interface
could be designed to allow the creation and management of port objects by the
application layer, and suitable run time functionality could be achieved.

HARDWARE IMPLEMENTATION ARCHITECTURE

From the reference architecture as described in section 3, suitable implementation
architecture must be chosen from the multitude of enabling technologies before a
prototype design can be created and tested. Suitable hardware implementation

architecture is shown as Fig. 5.
Te Te ‘

Operating System ‘

Sensors Robot
Ta

Peripheral :
Davicas 2} ]
o 23 H

o g 88 : Bridge !

) AER !

=

I I 1
PCI BUS BACK BONE

Fig. 5. Controller’s Hardware implementation.
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CONCLUSION

This paper has presented and discussed an architecture model for the control next
generation, sensor-based robots. A suitable implementation architecture that can
satisfactorily realize the Open Controller functionality has been chosen and described.

Each layer of the architecture has a general descriptive name: the top layer is called
the application layer and acts to provide a high level service interface to the user. This
level provides GUI and an interface to third party software. Since the model posses
extended hybrid architecture, in its un-configured state there are many ‘open’ slots, or
modules, in the lower layers that need defining bases on the expected scope of actions the
robot perform. Hence the application layer also directly provides facilities for the design
and management of the functional modules that the lower layer utilize.
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ABSTRACT

Neighbor balanced designs are more useful to remove the neighbor effects but
unfortunately these designs satisfy fairly restrictive combinatorial constraints, therefore,
mostly such designs require large number of blocks. Partially neighbor balanced designs
and generalized neighbor designs were preferred to avoid a large number of blocks. In
this study, two algorithms are developed to generate partially neighbor balanced designs
when v is even. Partially neighbor balanced designs are constructed for different
configurations when v is odd.

KEY WORDS
Neighbor designs; Partially neighbor balanced designs; Generalized neighbor designs.

1. INTRODUCTION

Neighbor designs satisfy fairly restrictive combinatorial constraints, therefore, mostly
such designs require large number of blocks. In many field experiments such as
agriculture, it is impossible to have as much replication as is needed for neighbor designs.
Wilkinson et al. (1983) defined a design to be partially neighbor balanced if each
experimental treatment has other treatment as a neighbor, on either side, at most once.
Azais et al. (1993) considered designs in linear blocks with border plots in which a
treatment may affect the response on the two adjacent plots. They also constructed
partially neighbor balanced designs in few complete blocks. Misra et al. (1991) and
Chaure and Misra (1996) constructed generalized neighbor designs for different cases.
Chan and Eccleston (1998) developed a method to construct a class of partial nearest
neighbor balanced designs. Mishra (2007) constructed families of proper generalized
neighbor designs. Kedia and Misra (2008) constructed some series of generalized
neighbor designs which are obtained by developing the initial blocks, using the Rees
(1967) principal.

In this study, partially neighbor balanced designs are constructed for different
configurations. In our proposed designs v treatments are labeled as 0, 1, 2, ..., v-1 and v
pairs of treatments do not appear as nearest neighbors when v is odd and v/2 pairs of
treatments do not appear as nearest neighbors when v is even. Our proposed designs
possess the property of balance 100[(v-3)/(v-1)] percent for v odd and ~ 100[(v-2)/(v-1)]
percent for v even. In section 2 and 3, algorithms are developed to generate partially
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neighbor balanced designs for k=4s; v=2(k+1) and for v=2(k+1); k=11+2s respectively.
In section 4, partially neighbor balanced designs for odd v are constructed for different
configurations. Designs for even v are constructed in section 5. All these designs are
binary which means no treatment is repeated in the same block.

2. AN ALGORITHM TO GENERATE PNBD FOR
k=4s; v=2(k+1) IN v CIRCULAR BLOCKES.

If v=2(k+1); k=4s; s is a natural number, the initial block (0, 1, 3, 6, ..., k(k-1)/2) mod
v provides the partially neighbor balanced designs which saves [100(v-3)/ (v-1)] % at the
cost of [100/ (v-1)] % lack of balance. If the sum of any two, three, ... , (m-2) successive
elements of series (2.1) mod v is zero, rearrange these elements in such a way that the
sum of any two, three, ... , (m-2) successive elements mod v is not zero to get binary
block designs. If the rearranged series is q,, a,, ...,a,_,, then the initial block of design
will be (0, a,, (a,+a,), ..., (a,+a,+...+a, ,)) mod v. Remaining (v-1) blocks are
obtained cyclically mod v. A catalogue of binary block partially neighbor balanced
designs generated through proposed algorithm for v <98 is presented in table 2.1.

Example 2.1: 1If v=10 and k=4, then initial block of the required design is (0, 1, 3, 6).
Remaining nine blocks are obtained cyclically mod 10.

3. AN ALGORITHM TO GENERATE PNBD FOR
v=2(k+1); k=11+2s IN v CIRCULAR BLOCKS.

If v=2(k+1); k=11+2s; s is a non negative even number, consider a series:
1,2,3, ..., k1 (3.1
Replace element equal to (k-1-s/2) by v-(k-1-s/2) in series (3.1). Let 4, a,, ...,a,,_, be

the resultant series then initial block of design will be (0, a,, (a,+a,), ...,
(a,+a,+...+a, ,)) mod v. These partially neighbor balanced designs saves [100(v-3)/

(v-1)] % at the cost of [100/ (v-1)] % lack of balance. If the sum of any two, three, ... ,
(m-2) successive elements of a, a,, ...,a, ,mod v is zero, rearrange these elements in

> m-2
such a way that the sum of any two, three, ... , (m-2) successive elements mod v is not
zero to get binary block designs. Remaining (v-1) blocks are obtained cyclically mod v. A
catalogue of binary block partially neighbor balanced designs generated through this
proposed algorithm for v < 96 is presented in table 3.1.

Example 3.1: 1f v=24 and k=11, replacing the number 10 by 14, the resultant elements
are:1, 2, 3,..., 9, 14. Rearranged values are 1, 2, 3,4, 5, 7, 6, 8, 9, 14 for binary block
design. The initial block of the required design is (0,1,3,6,10,15,22,4,12,21,11).
Remaining 23 blocks are obtained cyclically mod 24.

4. PARTIALLY NEIGHBOR BALANCED DESIGNS FOR ODD v

In this section, for odd v, partially neighbor -balanced designs are constructed for
different configurations, where lack of balance is [200/ (v-1)] %.
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4.1 PNBD forv=2m+1 and k=m -1
Let v=2m +1 and k = m -1 then consider a series:

1,2, ..., (m-2) 4.1)

Let s be sum of series (4.1) mod v. If s& {m-1, m, m+1, m+2}, replace one or more
numbers of series (4.1) by their complements so that the s’ (sum of the new series mod
v)€ {m-1, m, m+1, m+2}, where (v-a,) is the complement of g, , If the elements of new

series are a,, a,, ...,d,, ,, then the initial block of design will be (0, a,, (a,+a,), ...,
(a,+a,+..+a, ,)) mod v. The remaining (v-1) blocks are obtained cyclically mod v.

The property of binary block can be achieved by rearranging the elements a,, a,, ...,a

> m-2
in such a way that the sum of any two, three, ... , (m-2) successive elements mod v is not
zero. If ¢ is common divisor of k and v(v-1)/2, then these designs save [100(v-1-2¢)/(v-1)]
% experimental. A catalogue of these designs for v <49 is presented in table 4.1.

Example 4.1: Partially neighbor balanced design for v=11 and k=4 in 11 blocks. The
selected numbers are 1, 2, 3. Sum of selected numbers is equal to m+1, hence the initial
block of the required design is (0,1,3,6). The remaining 10 blocks are obtained cyclically
mod 11.

4.2 PNBD for v =2m +1 and k = (m -1)/2 in 2v circular blocks.

Let v=2m +1 and k = (m -1)/2 then consider a series: 1, 2, ..., m. Select two sets of
values from this series, each of k-1 values, in such a way that (i) the selected values along
with their complements and (ii) sum of each set along with their complements, all should

be distinct. If a,, a,, ...,a,_, are the selected elements of one set while b,, b,, ...,b, | are

of second set then the initial blocks of the design are (0, a,, (a,+a,), ...
(a,+a,+..+a, ,)) mod v and (0, b, (b +b,), ..., (b+b,+..+b, ,)) mod v. The

remaining (v-1) blocks are obtained cyclically mod v from each of initial block. . If ¢ is
common divisor of k and v(v-1)/2, then these designs save [100(v-1-4c)/(v-1)] %
experimental material. A catalogue of these designs for v < 99 is presented in table 4.2.

Example 4.2: Partially neighbor balanced design for v=19 and k=4 in 38 blocks. The two
sets of selected numbers are (1,2,3),(5,7,15), the initial blocks of the required design are
(0,1,3,6),(0,5,12,8). The remaining 18 blocks are obtained cyclically mod 19 from each of
initial block.

4.3 PNBD for v =2m +1 and k = (m -1)/3 in 3v circular blocks.

Let v=2m +1 and k = (m -1)/3 then consider a series: 1, 2, ..., m. Select three sets
of values from this series, each of k-1 values, in such a way that (i) the selected values
along with their complements and (ii) sum of each set along with their complements,
all should be distinct. If ¢ is common divisor of k and v(v-1)/2, then these designs save
[100(v-1-6¢)/(v-1)] % experimental material. A catalogue of these designs for v < 99 is
presented in table 4.3.

Example 4.3: Partially neighbor -balanced design for v=27 and k=4 in 81 blocks. The
three sets of selected numbers are (1,2,3),(4,5,7),(9,12,19), the initial blocks of the
required design are (0,1,3,6), (0,4,9,16), (0,9,21,13). The remaining 26 blocks are
obtained cyclically mod 27 from each of initial block.
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4.4 PNBD for v =2m +1 and k = (m -1)/4 in 4v circular blocks.

Let v=2m +1 and k = (m-1)/4 then consider a series: 1, 2, ..., m. Select four sets of
values from this series, each of k-1 values, in such a way that (i) the selected values
along with their complements and (ii) sum of each set along with their complements, all
should be distinct. If ¢ is common divisor of k and v(v-1)/2, then these designs save
[100(v-1-8c)/(v-1)] % experimental material. A catalogue of these designs for v < 99 is
presented in table 4.4.

Example 4.4: Partially neighbor -balanced design for v =35 and k =4 in 140 blocks. The
four sets of selected numbers are (1,2,3),(4,5,7),(8,15,25),(11,12,26), the initial blocks of
the required design are (0,1,3,6),(0,4,9,16),(0,8,23,13),(0,11,23,14). The remaining 34
blocks are obtained cyclically mod 35 from each of initial block.

4.5 PNBD for v =2m +1 and k =(m -1)/5 in Sv circular blocks.

Let v =2m +1 and k =(m -1)/5 then consider a series: 1, 2, ..., m. Select five sets of
values from this series, each of k-1 values, in such a way that (i) the selected values along
with their complements and (ii) sum of each set along with their complements, all
should be distinct. If ¢ is common divisor of k and v(v-1)/2, then these designs save
[100(v-1-10c)/(v-1)] % experimental material. A catalogue of these designs for v < 93 is
presented in table 4.5.

Example 4.5: Partially neighbor -balanced design for v =43 and k =4 in 215 blocks. The
five sets of selected numbers are (1,2,3),(4,5,7),(8,9,11),(12,17,33),(14,20,22), the initial
blocks of the required design are (0,1,3,6), (0,4,9,16), (0,8,17,28), (0,12,29,19),
(0,14,34,13). The remaining 42 blocks are obtained cyclically mod 43 from each of initial
block.

4.6 Partially neighbor -balanced designs for v =2m +1 and k =(m -1)/6

in 6v circular blocks.

Let v =2m +1 and k =(m -1)/6 then consider a series: 1, 2, ..., m. Select six sets of
values from this series, each of k-1 values, in such a way that (i) the selected values along
with their complements and (ii) sum of each set along with their complements, all should
be distinct. If ¢ is common divisor of k and v(v-1)/2, then these designs save [100(v-1-
12¢)/(v-1)] % experimental material. A catalogue of these designs for v <99 is presented
in table 4.6.

Example 4.6: Partially neighbor -balanced design for v =51 and k =4 in 306 blocks. The
six sets of selected numbers are (1,2,3),(4,5,7),(8,9,10),(11,12,13),(17,18,37),(22,23,25),
the initial blocks of the required design are (0,1,3,6), (0,4,9,16), (0,8,17,27), (11,23,36),
(0,17,35,21), (0,22,45,19). The remaining 50 blocks are obtained cyclically mod 50 from
each of initial block.

5. PARTIALLY NEIGHBOR-BALANCED DESIGNS FOR EVEN v

In this section, partially neighbor -balanced designs are constructed through two or
more initial blocks. Partially neighbor-balanced designs generated through two initial
blocks for v = 4k+2; k =4+s; s is a non-negative even numbers in 2v circular blocks are
presented in Table 5.1. Table 5.2 shows partially neighbor balanced designs generated
through m initial blocks for v = 2mk+2; k=4; 3<m<12 in mv circular blocks.
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Table 2.1
v | k Initial Blocks
18| 8 [(0,1,3,6,10,15,5,11)
26 | 12 (0,11,21,24,25,1,5,10,16,23,6,14)
34 |16 ((0,1,3,6,10,15,21,28,2,11,22,32,12,24,5,18)
42 | 20 |(0,18,20,23,27,32,38,3,11,21,30,41,12,24,39,13,31,8,22)
50 | 24 |(0,22,36,9,10,12,15,19,24,30,37,45,4,14,25,38,5,21,33,48,17,35,6,26)
58 | 28 |(0,26,53,54,56,1,5,10,16,23,31,40,50,3,15,28,42,57,17,34,55,13,33,52,18,41,8,30)
66 | 32 ((0,30,58,59,61,64,2,7,13,20,28,37,47,60,6,17,31,46,62,15,33,50,4,25,49,5,32,55,
14,40,3,34)
74 | 36 ((0,32,65,66,68,71,1,6,12,19,27,36,46,57,69,8,22,37,53,70,14,33,54,4,24,47,73,
21,48,2,31,56,13,43,3,38)
Table 3.1
v k Initial Blocks
32 | 151(0,19,1,2,4,7,11,16,22,29,5,14,24,3,15)
40 | 19 |(0,1,3,6,10,15,21,28,36,5,16,26,38,11,25,9,24,2,19)
48 | 23 |(0,1,3,6,10,15,21,28,36,45,7,18,30,43,9,24,40,13,33,2,20,42,23)
56 | 27 1(0,1,3,6,10,15,21,28,36,45,55,12,24,35,49,9,26,41,5,23,42,7,30,54,32,2,27)
64 | 31 1(0,1,3,6,10,15,21,28,36,45,55,2,14,27,41,56,8,25,43,62,18,39,61,20,44,19,47,9, 38,4,31)
72 | 35((0,1,3,6,10,15,21,28,36,45,55,66,7,19,33,48,64,9,27,46,67,17,37,60,12,38,63,
18,47,5,49,8,40,2,35)
Table 4.1
v | k Initial Block Save | Balance
% %
1315 {(0,1,4,8) 83.33 | 83.33
151 6 [(0,1,3,6,2,7) 5714 | 85.71
1717 1(0,1,3,6,10,15,9) 87.50 | 87.50
191 8 {(0,1,3,6,10,15,2,9) 88.89 | 88.89
2119 |(0,1,20,2,6,12,17,3,11) 70.0 90.00
2310 (0,1,3,6,11,15,9,16,2,10) 90.91 | 90.91
25(11(0,1,3,6,10,15,21,4,11,2,12) 9167 | 91.67
27 (12 (0,1,4,6,10,15,22,3,9,18,2,12) 76.92 | 92.31
29(13(0,1,3,7,13,10,15,22,4,12,21,2,14) 92.86 | 92.86
31(14((0,1,3,6,10,16,21,14,22,2,11,23,5,15) 93.33 | 93.33
33(15(0,2,5,6,12,16,23,28,3,13,22,10,21,1, 15) 81.25 | 93.75
3516 |(0,20,19,21,24,28,33,4,12,22,29,3,14, 26,5,18) 9412 | 94.12
37 (17 |(0,1,3,6,10,15,21,28,36,8,18,29,4,17,31,9,30) 9444 | 94.44
39 (18 |(0,16,8,9,11,14,18,23,29,36,6,19,31,2, 13, 28,3,20) 8421 | 94.74
41119 (0,27,28,30,33,37,1,7,14,22,31,2,12,23,36, 10,26,3,20) 95.00 | 95.00
43120 |(0,24,25,27,30,34,39,2,9,17,26,36,4,16,29, 1,15, 31,5,23) 9523 | 95.24
451211(0,1,3,6,2,8,13,20,28,37,4,15,29,39,7, 23,38,12, 32,5,22) 86.36 | 9545
47122 /(0,1,36,38,41,46,3,9,16,24,33,43,7,20,34,2,18, 35,6,25,45,19) 95.65 | 95.65
491231(0,3,5,9,10,15,21,28,36,45,6,17,29,42,8,22,38,7,26,46,18,40,23) 95.83 | 95.83
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Table 4.2
v | k Initial Blocks Save | Balance
% %
23| 5 1(0,1,3,6,10),(0,5,11,4,12) 81.82 | 90.91
27| 6 1(0,1,3,6,10,15),(0,6,14,21,3,13) 53.85 | 92.31
3117 1(0,1,3,6,10,15,21),(0,8,17,28,9,22,15) 86.67 | 93.33
35] 8 [(0,1,3,6,10,15,30,11),(0,6,14,23,34,11, 24,17) 88.24 | 94.12
39| 9 [(0,1,3,6,11,15,24,36,10), (0,6,13,21,32,7,22,38,18) 6842 | 94.74
431101(0,1,3,6,10,15,21,28,36,13), (0,9,19,30,1,16,32,7,33,21) 90.48 | 95.24
471111(0,1,3,6,11,15,21,28,36,45,10), (0,11,24,38,6,22,39,10,29,2,23) 91.30 | 95.65
511121(0,1,3,6,10,16,21,28,36,45,4,15),(0,13, 29,43,9,27,46,15,36,8,37,25) 76.00 | 96.00
55|131(0,1,3,6,10,15,21,28,36,45,2,13,23), 92.59 | 96.30
(0,14,29,42 4,22 41 ,6,28,49,18,43,27)
59114 (0,1,3,6,10,15,21,28,36,45,55,7,19,32), 9310 | 96.55
(0,14,29,45,3,21,40,1,22 44,8,32,57,26)
63|15(0,1,4,6,10,17,22,28,36,45,55,3,15,29, 80.65 | 96.77
42),(0,15,31,48,3,22,2,24,47,8,33,59, 25,53,17)
6716 (0,1,3,6,10,15,21,28,36,45,55,66,11,24,54,18), 93.94 | 96.97
(0,14,29,45,64,17,38,60,16,40,65,24, 51,12,50, 33)
71]171(0,1,3,6,10,15,21,28,36,45,55,66,7,20,34,63,22), 9429 | 97.14
(0,15,31,48,66,14,34,55,7,32,56,11,38,10,41,2, 35)
75118(0,1,3,6,10,15,21,28,36,45,55,66,4,16,30,46,61,17), 83.78 | 92.31
(0,33,51,70,50,71,18,41,65,15,43,69, 21,53,8,37,2,36)
791191(0,1,3,6,10,15,21,28,36,45,55,66,78,12,26,41,57,74,18), 94.87 | 97.44
(0,60,1,22,44,68,14,40,67,16,45,75,27,59,13,47,3,39,76)
83120(0,1,3,6,10,15,21,28,36,45,55,66,78,8,22,37,53,70,5,24), 9512 | 97.56
(0,39,19,40,62,2,27,53,80,25,54,1,32, 64,14,48, 13,49,3,41)
87121(0,20,21,23,26,30,35,41,48,56,65,75,86,11,24,38,53,69,1,19,36), 86.05 | 97.67
(0,41,62,84,20,44,19,45,72,13,42,73,16,48,81,28,63,14,51,3,43)
91122(0,21,41,42,44,47,51,56,62,69,77,86,5,16,28,43,57,70,87,12,30,49), 9556 | 97.78
(0,50,2,24,47,71,5,31,58,86,25,54,85,26,59,4,39, 73,19,57,6,45)
951231(0,1,3,6,10,15,21,28,36,45,55,66,78,91,11,25,41,58,76,2,22,44,63), 95.74 | 97.87
(0,72,1,26,52,79,12,41,71,7,40,74,14,50,87,30, 69,15,55,2,45,90,46)
9924 (0,1,3,6,10,15,21,28,36,45,55,66,78,91,7,23,37,54,72,92,12,33,80,29), | 87.76 | 97.96
(

0,77,1,25,50,76,4,32,62,93,26,59,94,29,65,3,41,80,21,63,5,61,6,51)
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Table 4.3
v | k Initial Blocks Save |Balance
% %
33| 5 [(0,1,3,6,10),(0,5,11,25,7),(0,8,17,28,16) 81.25| 93.75
39| 6 [(0,1,3,6,10,15),(0,6,13,21,37,12),(0,30,1,29,3,20) 5263 | 94.74
45| 7 [(1,3,6,10,15,21),(0,7,15,24,34,1,14),(0,29,10,21,36,8,26) 86.36 | 9545
51| 8 1(0,1,3,6,10,15,21,28),(0,8,17,27,38,50, 12,26), (0,15,31,48,16,34,3,24) 67.86 | 96.00
5719 1(0,1,3,6,10,15,21,28,36),(0,26,35,45,56,11,24,49,19), 89.29 | 96.43
(0,14,56,15,32,50,30,52,18)
63101(0,1,3,6,10,15,21,28,36,45),(0,10,21,33,46,60,12,28,57,24), 90.32| 96.77
(0,17,36,56,35,57,19,42,5,32)
69|111(0,1,3,6,10,15,21,28,36,45,55),(0,11,23,36,51,67,15,33,52,3,24), 92.31| 96.06
(0,47,1,26,52,10,51,11,41,3,35)
751121(0,1,3,6,10,15,21,28,36,45,55,16),(0,11,23,36,50,65,7,25,44,64,10,32), | 75.68 | 97.30
(0,23,74,24,50,2,30,59,14,45,3,37)
811131(0,1,3,6,10,15,21,28,36,45,55,66,24),(0,12,25,39,54,70,6,24,43,63,3, 92.50 | 97.50
26,48),(0,56,30,57,4,33,63,13,45,79,43,78,41)
8714 1(0,1,3,6,10,15,21,28,36,45,55,66,78,13),(0,41,55,70,86,16,34,53,73,7,30, | 93.02 | 97.67
54,79,32), (0,61,1,29,58,2,32,65,31,66,15,52,3,42)
93|151(0,1,3,6,10,15,21,28,36,45,55,66,78,91,14),(0,15,32,50,69,89,17,39,62, |80.43 | 97.83
86,18, 44,71,6,35),(0,63,32,64,4,38,74,37,75,21,61,9,51,1,45)
99|16 ((0,14,15,17,20,24,29,35,42,50,59,69,80,92,6,21),(0,16,33,51,70,90,13,36, | 93.88 | 97.96
60,85,12,39,67,96,27,58),(0,32,98,33,68,5,42,80,20,79,22,65,10,55,2,49)
Table 4.4
v |k Initial Blocks Save |Balance
% %
43| 5 [(0,1,3,6,10),(0,5,11,18,26), 80.95| 95.24
(0,9,20,39,16),(0,12,25,39,21)
51| 6 {(0,1,3,6,10,15),(0,6,13,21,30,40), 52.00| 96.00
(0,12, 25,39,4,21),(0,33,1,32,3,26)
59| 7 [(0,1,3,6,10,15,21),(0,7,15,24,34,45,14), 86.21| 96.55
(0,12,25,40,56,14,32),(0,19,39,17,40,5,30)
67| 8 ((0,1,3,6,10,15,21,28),(0,8,17,27,38,50,63,20), 87.88 | 96.97
(0,14,29,45,62,13,61,25),(0,46,24,47,6,33,62,32)
75| 9 ((0,1,3,6,10,15,21,28,36),(0,9,19,30,42,55,69,10,25), 67.57 | 97.30
(0,17,35,54,74,20,42,66,26),(0,23,50,3,32,62,18,51,10)
83| 10((0,1,3,6,10,15,21,28,36,45),(0,10,21,33,46,60,75,8,25,43), 90.24 | 97.56
(0,19,39,60,82,22,46,71,14,41),(0,28,57 4,35,67,17,51,3,39)
91| 11(0,1,3,6,10,15,21,28,36,45,55),(0,11,23,36,50,65,81,7,25,44 ,64), 91.11| 97.78
(0,21,43,66,90,24,50,1,42,85,34),(0,68,39,69,9,41,74,20,76,38,77)
991 12((0,1,3,6,10,15,21,28,36,45,55,66),(0,12,25,39,54,70,87,6,26,45,92,41), | 75.51| 97.96
(

0,21,43,66,90,16,42,69,97,44,88,34)(0,29,59,90,58,93,30,67,6,45,85,43)
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Table 4.5
v |k Initial Blocks Save | Balance
% %

53] 5 [(0,1,3,7,17),(0,5,11,18,29),(0,18,27,50,22),(0,13,27,48,15),(0,3,15,34,26) | 83.87| 96.15

63/ 6 |(0,1,3,6,10,15),(0,6,13,21,30,40),(0,11,23,36,50,17), 5161 96.77
(0,16,34,53,10,39),(0,21,59,33,60,28)

73| 71(1,3,6,10,15,21),(0,7,15,24,34,45,57),(0,13,27,42,59,4,39), 86.11| 97.22
(0,54,1,23,46,72, 32),(0,24,49,22,50,6,36)

83| 8 {(0,1,3,6,10,15,21,28),(0,8,17,27,38,50,63,39),(0,14,29,46,64,1,20,41), 87.80| 97.56
(0,22, 45,20,47,73,6,46),(0,54,1,53,2,52,3,38)

93| 91(0,1,3,6,10,15,21,28,36),(0,9,19,30,42,55,69,84,21),(0,16,33,51,70,90, 67.39| 97.83
19,42,66),(0,25,51,79,15,46,78,18,52),(0,35,91, 36,75,22,63,13,64)

Table 4.6
v | k |Initial Blocks Save | Balance
% %

63] 5 [(0,1,3,6,30),(0,5,11,18,26),(0,9,20,32,45),(0,49,1,17,34),(0,19,39,60,22), [80.65| 96.77
(0,10,33,60,32)

75| 6 ((0,1,3,6,10,15),(0,6,13,21,30,40),(0,11,23,36,53,14),(0,16,34,53,73,32), 51.35| 97.30
(0,25,47,70,19,49),(0,54,6,34,5,38)

877 1(1,3,6,10,15,21),(0,7,15,24,34,45,57),(0,13,27,42,58,75,29), 86.05| 97.67
(0,18,37,57,79, 15,39),(0,25,51,85,35,73,28),(0,27,58, 26,59,7,43)

99| 8 ((0,1,3,6,10,15,21,28),(0,8,17,27,38,50,63,77),(0,15,31,48,66,85,6,27), 87.76| 97.96
(0,23,47,72,98,45,92,41),(0,29,59,90,23,56,2,36),(0,64,27,65,5,47,7,50)
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ABSTRACT

This paper elucidates the effects of internet usage on teenagers. In particular, we
explore whether or not home internet usage influences the academic performance, the
impact of internet on the personality of a teenager, and the influence of internet usage on
the relationships with family and others. The analysis of the collected data indicates that
there is a noticeable impact of internet on college-going girls.

1. INTRODUCTION

The Internet or the World Wide Web is indeed a wonderful and amazing addition in our
lives. Internet has been perhaps the most outstanding innovation in the field of
communication in the history of mankind. The Internet can be known as a kind of global
meeting place where people from all parts of the world can come together. It is a service
available on the computer, through which everything under the sun is now at the
fingertips of anyone who has access to the Internet [5].

As with every single innovation, internet has its own advantages and disadvantages,
especially children and teenagers are more influenced by internet’s advantages and
disadvantages. But usually, greater extent of advantages outweighs its disadvantages.

Home is the primary place where children use internet. By 2004, 74% of American
young people ages 8 to 18 had access to an internet connection at home [1]. The limited
evidence available also indicates that home computer use is linked to slightly better
academic performance. The universal presence of a computer and the internet raises
many questions among which the current study focus on, how internet use influences
family relationship, studies of teenagers. There is growing body of literature on the
impact of internet on family relationships.

From this study concerned that inappropriate Internet content may jeopardize the
personality of girls. This study is designed to provide insights exposure of teenagers to
negative Internet content. The present study examines the effect of family context factors,
and especially how the academic activities of the teenagers affected family cohesion,
shared Web activities, parents' Internet skill, and parents' perceived control, on children's
exposure to negative Internet content.

2. LITERATURE REVIEW

Sook-Jung Lee & Young-Gil Chae (2007), conducted a research on the topic of
“Internet Use Involves Both Pros and Cons For Children and Adolescents”, According
To Special Issue Of Developmental Psychology which mainly focused on fact that Some
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youth benefit from Internet use while for others it can exacerbate self-destructive
behaviors after the research it was concluded that Between 75 and 90 percent of teenagers
in the United States use the Internet to email, instant message (IM), visit chat rooms and
explore other sites on the World Wide Web. In fact, the Internet was even a relatively
more important source for out-of-school than for in-school youth, a finding with
important social implications. Youths said the Internet provided interesting material that
helped them solve a problem or answer a question. The most common topics searched on
the Internet for in-school youth were sexually transmitted diseases, diet/nutrition and
fitness and exercise. For the out-of-school youth, sexually transmitted diseases, sexual
activities and sexual abuse were the topics of choice. Littleton Colorado (1999), has
conducted a research on, “The Social Impact of the Internet on Our Society”, this
research concluded that that the Internet is a whole new world emerging at the conclusion
of the 20th century. Everyday, the Internet expands by the social, political, and economic
activities of people all over the world, and its impact growth exponentially. Some of this
growth in impact has been described here. In this new world there is no geographical
separation and there are no borders, and all people are encouraged to participate and
contribute drawing on their experiences and resources. In cyberspace actions and
reactions are essentially instantaneous, and this is why the Internet is so gratifying and
attractive. This is why it has impacted our society in almost all areas of human endeavor.
In this report we touched on the positive aspects of the influence of the Internet on our
society. As in any other field in life there are the negative aspects too. In the field of
education children can gain access to areas that are not suitable and dangerous.

3. OBJECTIVES

The overall objective of the study is to explore the impact of internet on teenagers.
Specifically, we were interested in determining:

e whether the internet usage affects the academic activities of teenagers.

e whether the internet usage influences the family relationships of the teenagers.

4. METHODOLOGY

The data has been collected from Kinnaird College for women, a well known
institution of Pakistan. The sample of 73 teenagers has been selected by using simple
random sampling technique. A semi- structured questionnaire has been established,
consisting of 31 questions in order to collect information regarding the said objectives.

5. DATA ANALYSIS & RESULTS

5.1 Background Information

The findings of the basic information of the respondents are as follow:

e 56% of the students are of 17 years of age, 36% are of 16 years of age and 7% are
of 18 years of age

e There are 5% of the respondents whose father’s monthly income below Rs.15,000,
41% of the respondents whose father’s monthly income lying between Rs.15,000-
Rs.45000, while 53% of the respondents whose father’s monthly income are
above Rs. 45,000
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The knowledge of respondents’ parents about using internet , most of the girls
(30%) responded that their parents had knowledge of using internet to some
extent.

5.2 Basic information regarding computer/internet

The availability of computer to the respondents was asked that whether they have
computer at home or not, as 94 % of the girls responded that they have computer
available at home, while 5% replied that they had no computer available to them.
The location of computer in respondent’s home as it effects the activities of the
net users as most of the girls had computers are located in their bedroom (35.6%).
93% respondents have Internet connection access at their home.

Type of Internet connection they have as most of the response turned out to be the
access of Internet through the cable Internet connection as its cheap and 24 hours
available.

The total time spend on the Internet as 67% of the girls responded that they spend
1-2 hrs on using internet daily.

54% teenager girls were obtained regarding usage of computer form college
computer labs.

5.3: impact of internet usage on family relationships of teenagers:

Most of the girls said that (63%) they spend more time with their family rather
than spending time on internet or with friends.

57% of the girls have responded in agreement to the fact that many parents are
unable to control and monitor Internet usage of their children as they do know
much about it.

75% teenagers said that yes there is influence on relationships due to internet
usage.

whether parents ever keep check on their daughter while they use internet , the
response turned out to be that them while there is no check they kept on surf
internet.

Chatting is one of the main attraction for teenagers during their internet activity
;most of the girls said (39%) that they share with their parents the chatting
experiences.

5.4: Impact of internet usage on academic activities of teenagers:

The respondents spend on studying as time spend by the most of the respondents
(52%) was observed to be 1-2 hrs.

42% of the girls responded that they use half of the time for the academic
purposes while rest of the time is sued for the other purposes.

Most of the girls replied that they use internet for academic purposes (57%).,
while other use it for fun.

that they obtained before they started using internet, 54% of the girls replied that
they had been achieving A grade.

52% of the girls mentioned that there had been a positive impact on their studies
after they had started using Internet.

Before the use of internet the results obtained from data reveals that 55% of the
girls were obtaining grades high such as A and 37% were getting B grades.
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e After the internet usage the results obtained from data reveals that 56% of the girls
which used to obtain grades high such as A are now obtaining B grades.

e 80% of the respondents said they there had been no negative affect on academic
grades.

DwoesMetMegiviyEffectvourZrades
| 1
a=z

The interest in whether the grades of the students affected negatively after using the
internet or not .The finding suggests that majority are disagreed with this fact. We cannot
say that it means that academic grades of the students have been improved.

Frequency ‘ Percent | Valid Percent | Cumulative Percent |

1 14 19.2 19.2 19.2 |
valid 2 59 80.8 80.8 100.0
Total 73 100.0 100.0

While in order to check particularly the effect of internet usage on student’s grades,
paired t-test statistics has been applied. The variables of interest were:

e Before using internet your academic grades

e After using internet your academic grades

Paired Differences
95%
Std. | Confidence Sig.
Mean | s.tdt'. Error | Intervalofthe | ¢ | 9| (2-taileq)
eviation Mean Difference
Lower | Upper
Pair | YourGradesBefore
I | UseNet _479| 766 | .090|-658| -301 |-5.350] 72| 000
Your grades after
using the internet

The highly significant results suggest that internet usage does not have a negative
impact on students’ grades. Although we cannot suggest that students’ grades have
improved because of internet usage but we are safe to say that internet is not negatively
affects the academic activities of the students.
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LOGISTIC REGRESSION

Variables in the Equation

B SE. | Wald | df | Sig. | Exp(B)

Step Using Purpose 136 | 372 135 1| .714 1.146

1(a) Your Grades Before Use Net |-1.285| .665 | 3.739 | 1 | .053 277
Does Net Negatively Effect 2750 896 | 9419 | 1 | 002 064
Your Grades
If Negative Effect Then What
Are Your Grades Now 992 | 511 | 3773 | 1 | .02 2.697
How Study Effect -1.161] 507 | 5248 | 1 | .022 313
Constant 5594 | 2.341 | 5712 | 1 | .017 | 268.847

a Variable(s) entered on step 1: Using Purpose, Your Grades Before Use Net, Does
Net Negatively Effect Your Grades, If Negative Effect Than What Are Your Grades
Now, How Study Effect.

INTERPRETATION:

Table suggests that the two of the regressing variables, does internet negatively
affects your grads and how your academic activities affected by using internet, are
observed highly significant and informative variables for the response variable y.

Therefore the prediction equation for the probability of grade not affected (the
probability that y=1) could be

YA = exp (5.594-1.161X,+0.992X,-2.750X3-1.285X,+0.136X5)
1+ exp (5.594-1.161X,+0.992X,-2.750X;-1.285X,+0.136Xs)

CONCLUSION / DISCUSSION

Our findings suggest that 80% of the teenagers study has not negatively affected due
to the internet usage. While, we can conclude from the above discussion that 25% of the
teenagers whose family relationships has been negatively influenced by internet usage.

As, it is unexpected regarding to my perceptions, may be one of the reason is that
Kinnaird College for Women is one of the re-known academic institution in Pakistan and
almost 90% of the students/teenagers are serious in their studies. So, might be this is one
of the reason of such positive findings.
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ABSTRACT

Telecommunications services play a vital role in the growth of an economy because
they promote efficiency and growth across a wide range of user industries in any country.
In addition to improving the performance in response to the growing demand, firms may
innovate more in order to compete with others. This paper evaluates and studies customer
preferences regarding cellular services. Moreover, an attempt has been made to find the
usage preferences of males and females, the factors that play an important role in
enhancing customer awareness and attitudes towards a particular brand.

INTRODUCTION

Telecommunication is the assisted transmission of signals over a distance for the
purpose of communication. Telecommunication is an important part of the world
economy and the telecommunication industry's revenue is placed at as high as
approximately 3 percent of the gross world product. More and more people are using
cellular phones and the world is increasingly becoming unwired. In 2006, estimates
placed the telecommunication industry's revenue at $1.2 trillion or just under 3% of the
gross world product (official exchange rate).

Cellular technology has been available since 1980°s in Asian countries.
Telecommunication is an important part of modern society. Pakistan is also in line with rest
of the world. Mobile services in Pakistan began in late nineties. Licenses for operating
cellular mobile services in Pakistan were awarded to M/s Pakcom Pvt. Ltd. (Instaphone)
and Paktel simultaneously in 1990. Pakistan’s telecommunication market is one of the
hottest in the emerging economies. As the number of mobile subscribers climb up to 76
million, so does the competition and that makes it hard to tell which companies do well in
future. Presently, there are six companies which provide mobile telephone services in
Pakistan named as Instaphone, ZONG (formerly Paktel), Mobilink, Ufone, Telenor, Warid.

LITERATURE REVIEW

Amendola et al (1995) considered some technological and industrial aspects of
cellular telephony and stressed the technological continuity among different generations
of mobile systems. Kumar et al (2002) observed that handheld mobile communications
have led to closer partnerships between a company and its customers and suppliers all
over the world. Lommerud et al (2003) investigated the prospects for entry into an
existing network in the telecommunication industry, and how public policy may promote
a more competitive outcome. Banerjee et al (2004) used cluster analysis and related
statistical techniques on a panel of 61 countries representing different regions and levels
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of socio-economic development, and concluded that technological substitution in some
countries, and economic substitution in others, may explain the observed patterns of
development in global fixed and mobile telephony. Saleem (2005) considered the
evolution of cost efficiency in the cellular mobile industry of Pakistan over the period
1994-2001. Ahn et al (2006) investigated determinants of customer churn in the Korean
mobile telecommunication service market. Anita Seth et al (2007) developed a model of
service quality and a set of dimensions for comparative evaluation which could provide
useful directions to regulators and service providers.

OBJECTIVES AND METHODOLOGY

The primary objectives of this study are:
¢+ To ascertain the usage preferences of males and females.
¢ Advertising plays an important role in changing customer awareness and attitudes
towards a particular brand.

A semi-structured questionnaire consisting of 23 questions was devised and was
administered on 153 students of Government College University Lahore.

LIMITATIONS

There is a risk of this research being biased because the data I am relying on does not
cover larger part of the city. In this research I am mostly incorporating the views of
people so there is a probability of being biased towards them.

DATA ANALYSIS

The data was analyzed using SPSS 15.0.Frequencies, percentages and the graphs are
given for qualitative variables, Pearson chi-square and Fisher Exact Test were applied to
observe associations. A p-value of less then < 0.05 was considered statistically significant.

RESULTS

96.1% respondent fall in the first age-group (18-25 years) and 3.9% fall in second
age-group (26-32 years) where females are 89 (58%) and males are 64 (42%) out of 153.
All the respondents are college going students where 19.6% are intermediate students,
30.1% are undergraduate students, 48.4% are graduate students and 2% are M. Phil
students. 12.4% of respondents have their monthly household income less then
Rs.10,000, 23.4% have their month household income between Rs.11,000-Rs.20,000,
27.6% have between Rs.21,000-Rs.30,000 and 36.6% respondents have their monthly
household income greater than Rs.30,000. 18.3% of respondents use postpaid
connections, 74.5% use prepaid connections and a very small number of respondents i.e
7.2% use both the connections postpaid and prepaid.62.1% respondents own one mobile
connection, 28.8% respondents own two mobile connections, 3.9% owns three mobile
connections where as 5.2% respondents own more then three connections. 68.4%
respondents said that media does play an important role in their purchase decision and
66.4% of respondents consider that television is the form of media that creates the
greatest impact. 38% respondents found Mobilink’s advertisements the most attractive
followed by 22.3% respondents for Telenor. 43.4% respondents consider Mobilink that
has the best image because of its best connectivity and better services.
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Which service brand are you currently using?

40—

22.88% | |
[18.3% 16.34%

0 T T | m_

Warid Mobilink Ufone Telenor Paktel
gsm

Gender * Service brand currently being used:

Which service brand are you currently using? Total
Warid | Mobilink | Ufone | Telenor | Paktel gsm
Gender Male 18 15 13 16 2 64
Female 43 13 22 9 2 89
Total 61 28 35 25 4 153

Fisher's exact test = 10.903
P-value = 0.022

Significant association was observed between Gender and Service brand currently
being used (p < 0.022) showing that from the total of 153, 61 respondents are using
Warid connections out of which 43 are females and 18 are males. 28 respondents are
using Mobilink out of which 15 are males and 13 are females. 35 respondents are using
Ufone connections out of which 13 are males ad 22 are females. 25 respondents are using
Telenor out of which 16 respondents are males and 9 are females. 4 respondents are using
Paktel gsm out of which 2 are males and 2 are females.

Gender * Main Influence In Deciding A New Connection:

Significant association was observed between gender and main influence in deciding
a new connection (p < 0.027) which shows that from the total of 153, 34 females and 13
males are mainly influenced by family/relatives. 37 females and 26 males are influenced
by their friends in deciding a new connection while 17 females and 12 males are
influenced by media in deciding a new connection.

Gender * Major purpose for using cellular services:

Significant association was observed between gender and major purpose for using
cellular services (p < 0.038) showing that 90 respondents are using cellular services for
dialing/receiving calls out of which 52 are females and 38 are males. 46 respondents are
using cellular services for SMS purpose out of which 32 are females and 14 are males.
Equal number of respondent, 4 males and 4 females are using cellular services for MMS
purpose, 4 males and 1 female use for GPRS and only 3 males are using cellular services
for Power tools.
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Gender *major attribute while deciding a new connection (Brand name):

Significant association was observed between gender and major attribute while
deciding a new connection (Brand name), p < 0.002.Showing that the ratio of females is
more then males as 26 females consider Brand name a very important attribute while
deciding a new connection where as 11 males consider it very important.

Gender * major attribute while deciding a new connection (price):

Significant association was observed between gender and major attribute while deciding
a new connection (Price), p < 0.012 which shows that from the total of 153, again the ratio
of females is more then males as 32 females consider Price a very important attribute while
deciding a new connection where as 25 males consider it very important.

Gender * awareness regarding special service feature (Missed Call Alert):

Significant association was observed between gender and awareness regarding special
service feature (Missed Call Alert), p < 0.039 which shows that awareness of Missed call
alert is more in females then in males as 54 females are fully aware of this service feature
where as only 36 males are fully aware of it.

Gender * awareness regarding special service feature (GPRS):

Significant association was observed between gender and awareness regarding special
service feature (GPRS), p < 0.007 which shows that from the total of 58, 43 females and 15
males are not aware of this service feature. 24 male and 25 females out of 49 are some what
aware while from the total of 46, 25 males and 21 females are fully aware of GPRS service.

Gender * Average amount spent per month on cellular services:

Significant association was observed between gender and average amount spent per
month on cellular services, p < 0.000. Showing that 53 females and 15 males spent less then
Rs.500 on cellular services. 22 males and 12 females spent between Rs.500-Rs.1000. 17
males and 14 females spent between Rs.1001-Rs.2000 where as equal number of
respondent, 10 females and 10 males spent more then Rs.2000 on their cellular services.

Gender * Brand that has the best image:

Significant association was observed between gender and the Brand that has the best
image (Fisher's Exact Test = 0.004) showing that 22 males out of 64 consider Warid has
the best image where as 48 females out of 88 consider Mobilink has the best image.

Identify the Brand that has the best Image

50
40 —
5 307 B Warid
o 20— B Mobilink
O Ufone
10— B Telenor
O Paktel gsm
O—

Male Female
Gender
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Gender * why the above brand has the best image:

Significant association was observed between gender and why the above brands have
the best image (p < 0.016) showing that from the total of 64, 22 males consider Warid has
the best image because of its wider coverage where as 48 females out of 88 consider
Mobilink has the best image because of its best connectivity and services.

Do media play an effective role in your purchase decision * Form of media that
creates greatest impact?

Significant association was observed between these two variables (p < 0.000)
showing that from the total of 122, 104 respondents said that the media do play an
important role in their purchase decision and the form of media that creates greatest
impact is Television.

Do media play an effective role in your purchase decision * which company's ads
you found the most attractive?

Significant association was observed between these two variables (p < 0.003) which
shows that from the total of 122, 104 respondents said that the media do play an
important role in their purchase decision and the company’s ad they found the most
attractive is of Mobilink.

Which company's ads you found the most Attractive?

40—
[=
[+
=
g_’ 207 38.02%

107 14 88% 2066%] [1122:31%

. o
I4.13%I
0— I : : I

Warid Mobilink  Ufone  Telenor Paktel
gsm

CONCLUSIONS

Its an on going research and these are the initial findings of it so as the results have
clearly indicated the usage preferences of males and females regarding cellular services.
We have the evidence to conclude that the usage preferences of females are more as
compared to males. Warid is the brand that is being mostly used by both females and
males because of its lowest call rates and other facilities. The ratio of females is much
more then males in dialing/receiving calls and SMS, major attributes while deciding a
new connection (brand name and price), females are more inspired by their friends in
deciding a new connection and advertisement does play an important role in changing
customer awareness and attitude towards a particular brand. Males consider Warid the
best brand because of its best connectivity and services and females are more towards
Mobilink because of its wider coverage.
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Paktel gsm has been neglected almost by every one as a very less ratio of females n
males are using it. Here are some of the recommendations/suggestions for it:

* Perceptions need to be changed

» Revise their pricing strategy.

» Change their marketing strategy

» Franchises should be up to the mark.

* New technology should be introduced.
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ABSTRACT

Intelligent methods, especially with reference to machine learning have gained
significant importance in theoretical, experimental and computational physics. This paper
intends to describe the strength of these intelligent methods by reviewing their important
application in physics.

INTRODUCTION

Indeed traditional methods have played an important role to solve significant
problems in the domain of sciences, particularly in physics but have certain limitations.
One of the major limitations is that, the theoretical rationale behind the underlying
physical phenomena should be known before developing a working model.

In past few years intelligent methods have played an important role in this regard.
They try to learn/discover an empirical model(s) from the data where theory is not
available.

This study reviews the application of intelligent methods with reference to machine
learning in physics.

APPLICATION OF INTELLIGENT METHODS IN PHYSICS

In nuclear physics, neural networks have been applied to solve slab-geometry neutron
diffusion problem (Brantley, 2000). Concentration level of radioactive radiation in the
environment was also predicted by neural network (Lynch, et al. 2001).

The neutron noise data reduction, analysis and interpretation were performed by these
models (Korsah, et al. 1992). In nuclear power stations, expert systems have been used to
control the station (Beck, 1992).

In high energy physics, the study of proton-proton collision was also reported in
literature (El-Bakry and El-Metwally, 2003). Application of neural networks in pattern
recognition (Kolanoski, 1996) and particle reconstruction has also been reported
(Muresan, 1997).

Studies have also reported the use of fuzzy logic in data analysis of nonlinear
functions for approximation and classification (Marcello, 1996 and Falchieri, 2002).

In astrophysics and cosmology, Bayesian model and its variations have played an
important role (Ford and Gregory, 2007; John, 2005 and Trotta, 2008). They were used
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for parameter estimation and experimental designs to compute the marginal posterior
probability in the context of Radial velocity (RV) planet search (Ford, and Gregory,
2007). They were also applied to predict deceleration time of the universe, by analyzing
the astronomical data (John, 2005).

Studies in biophysics have extensively reported the use of hidden markov models
(HMM) to solve complex problems (Feron and Djafari, 2004). HMM is the proposed tool
in experimental physics (Kanter, 2005). HMM have also been used to study low
dimensional electronics system, which reveal time dependent resistance noise (Kanter,
2005).

In quantum mechanic genetic algorithm have been applied to study quantum dot
(Sahin, 2006). Schrodinger wave equation was also solved using genetic algorithms
(Saha and Bhattacharyya, 2004).

Most importantly fuzzy logic was used to model chaos for nonlinear dynamic systems
(Li, 2003).

DISCUSSION

Cited literature in this study suggested that intelligent methods are usually used when
solution of problem cannot be found by traditional techniques.

One of limitation in traditional models is that they depend on the number of
occurrence of an event (Trotta, 2008). Therefore they do not take into account events
with low frequencies (Trotta, 2008). Such problems are solved by using Bayesian models
as they compute the degree of belief of a proposition (Trotta, 2008).

Furthermore traditions methods have limitations to solve systems with multiple peaks
or discontinuous surface (Kemp, 2006). In such cases it is very hard to identify the right
solution peak using traditional methods (Kemp, 2006). As being calculus based
techniques they apply derivative test to calculate peaks of the surface (maxima) and may
find a solution which is local maxima; while skipping the global maxima (which may be
the solution) (Kemp, 2006).

Intelligent method provides optimization techniques which uses a population of
solutions, over the whole surface to find the exact solution (maxima) without keeping in
view whether it is local or global maxima (Kemp, 2006).

The above review proposed that to solve complex problem in physics and to deal with
technical limitations, intelligent methods are playing significant roles. These methods for
example, HMM are expected to become standard experimental techniques in physics
(Kanter, et al. 2005).
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ABSTRACT

It is a universally recognized phenomenon that sustainable patterns of socioeconomic
development cannot be attained without mainstreaming women as equal contributors for
the development process. Therefore it is essential to increase the female empowerment by
their training, awareness and utilizing the recourses of rural area for economic stability.
This paper presents a conceptual framework for developing practicable business patterns
to facilitate all phases of local women’s decision-making process for sustainable income
generating activity. It provides complete support and awareness so that the talents and
skills of female sector can be brought into practice through various partnerships and e-
technologies.

1. INTRODUCTION

An analysis of poverty in Pakistan from gender lens reveals that the brunt of poverty
in Pakistan is borne by women and is reflected in the poor human development indicators
[12]. Women are restricted to the “inside” space of home and household, embodied in
the tradition of prohibition. This restricts women's access to education, employment,
training opportunities and social services. Another important aspect is the social
disapproval of women working outside the home translates into the invisibility of women
in the labor force. Although they participate actively in the family and farm affairs, their
unpaid work is perceived as a social duty rather than an economic contribution.

Therefore it is important to focus on the survival skills of the beneficiaries and their
major thrust is on poverty alleviation. The proposed framework will improve the socio-
economic status of women in both urban and rural areas by creating opportunities for
their development through enhanced economic participation [3]. Many organizations,
Government agencies and NGOs launch numbers of projects to support the rural area
female but they are unaware about these projects and if they know their long procedure of
filling forms, choice of grant and contacting them is cause of hesitation for them. In the
propose framework the user will enter her complete profile and system will suggest
which technical or professional course is suitable, available technical institute in that area
with complete information of course duration, and admission procedure etc, after
completion how to utilize it for starting business and from where get economic support
for that business. Poverty reduction strategy emphasize on the importance to women
mainstreaming in economy through market, skills and credit and engendered governance.
This framework combines prediction, optimization, and adaptation techniques with the
proper utilization of community resources to improve the quality of life by;
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advisory and consultancy services for investment

identification of agricultural and industrial projects for potential women
training in technical and managerial skills

market development for the products of women entrepreneurs
promoting clients’ products in national and international

provide financial aids and loans on easy terms

2. POVERTY ALLEVIATION FRAMEWORK

This framework classifies the complete user decision-making process as a process
encompassing identification, intelligence, design, choice, implementation, and control
stages. Main tasks in each of the six stages respectively are identifying and specifying
user requirements, designing feasible decision plans for individual, evaluating and
selecting the optimal or the most satisfactory decision plan, implementing the chosen
decision plan, as well as controlling quality and providing feedbacks during plan

execution [5]. The system End User

detects data trends in a

dynamic environment, v

incorporates optimization Visual User Interface

module to recommend a near- t

optimum decision, and .

1 i Optimization Module
includes Adaptation modules Decisio P Recent

to improve future n 1 v Input/

recommendations  [6]. As Support Output

Prediction Module

figure 1 shows, flow from data

acquisition to recommended %
action, including adaptation »|  Adaptation Module
module.

a. The Visual User Interface: The visual user interface allow users to generate and
submit requests for information and decisions, to browse the contents of retrieved
information and the computational results of decision modules, to revise inputs of
decision procedures and activate what if analysis, to give feedbacks with respect to
system outcomes and performances, to select and execute applications and functions,
to login and logout the system. The VUI goal is to reduce the amount of extraneous
thinking users must do to successfully move between parts of application and use its
features. Therefore VUI provides wizard to navigate through a series of screens. A
user performing a task might click on a link to a secondary task that moves away from
the sequence of screens that make up the primary task. Use of icons with the different
options makes the user more comfortable and familiar with the screen. The VUI
multilingual quality facilitates different type of users to enter their data with ease.

b. Optimization Module: The optimization module performs two main jobs by
providing user or organization data for input and to recommend the best possible
solution because this recommendation is based on prediction. Optimization Module
arrange user and organization profile for information management and then pass it to
prediction module as input, after processing on it the recommended best business
plans are given back to optimization Module for resulting output to evaluate the
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solution. There are three basic levels of optimization from which one is implemented
according to predicted output.

i) NONE: No optimization is done, except for what is necessary in order to translate
the plan.

ii) BASIC: Some basic optimization is done, it add few new features to make the
plan more compatible with the requirements of the user.

iii) FULL: All optimization techniques are applied to select the best-predicted plan
for the local user.

A variety of evolutionary algorithms (EAs), such as genetic algorithms and genetic
programming have been successfully applied to numerous problems both at the level
of structural and parametric optimization [8].

c. Prediction Module: The Prediction module’s are designed to analyze and calculate
component, best plans and plan failure rates, in accordance with the appropriate
standard and provided profiles. After the analysis is completed it recommend the best,
and these recommendations are based on user specifications and requirements
provided by Optimization Module. Prediction module aim at predicting outcomes on
the basis of a given set of variables: they estimate what should be the outcome of a
given situation with a certain condition defined by the values of the given set of
variables. The steps that have to be performed during development of such plans are:
i) Seclection of the outcome attribute;

ii) Selection of predictor (input) variables;
iii) Data collection;

iv) Assembly of the plan;

v) Validation of the plan; and

vi) Updates and modifications of the plan

Rule Induction can be used to predict effective business procedure for a local user.
Rule induction is a machine learning technique that induces decision rules from data
[9]. These rules are simple, logic rules that are often highly predictive.

d. Adaptation module: An intelligent software system require a prediction module and
optimizer, by themselves they’re insufficient for today’s rapidly changing
environment. Adaptation can accomplish by slightly altering the learned relationship
between input and output as needed. An ideal adaptive solution can decide the update
frequency for itself by continuously measuring its own prediction errors and adjusting
its parameters accordingly. Theory-based Bayesian models of induction can be
successfully used for adaptation module .It focuses on three important questions:
what is the content of probabilistic theories, how are they used to support rapid
learning, and how can they themselves be learned [10]. The learner observes data
about the world and must predict other unobserved data. The learner’s intuitive theory
generates hypotheses that can explain the observed data and that support the desired
predictions.

e. Decision Support Strategies: Decision Support System integrates the management
of strategies, resources, activities and information about plan, with a view to
improving effectiveness, efficiency and accountability, and achieving results. It
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applied in identifying, planning, analyzing, monitoring, evaluating and controlling the
plan with management initiative for the final business proposal[11].

Decision support

Optimizer
b.Feed Back

1.ldentification

Predicted
outcomes

Adjustments
2.0Designing

\ 4.Analyze
Estimated
Cardinalities

Actual

J.Monitoring

Cardinalities

Decision Support system Strategies helps to

Provide user complete profile requirements and determining their causes and
effects;

Provide full supportive data for Designing strategies and activities that will lead to
the plan.

Balancing expected results with the resources available;

Monitoring progress regularly and adjusting the activities as needed to ensure that
the desired results are achieved;

Evaluating, documenting and incorporating lessons learned into decision making
for the next planning phase

Decision support strategies will contribute towards achieving the overall results
defined for the proposed business plan

3. CONCLUSIONS

This paper presents a conceptual framework for poverty alleviation, and discusses
how this approach can be applied to support personalized decision making, All phases of
the user decision-making process can be supported, in which local women will find an
intelligent assistance for business within its available practices. This framework ensures
decision support services with the help of its unique multi-dimensional data and
knowledge repositories which are essential to make multi-option decisions. The proposed
framework will improve the living conditions of people through close collaborating with
all tiers of the government: federal, provincial and district with civil society
organizations, private sector and the beneficiary communities.
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ABSTRACT

Human mind has a complex system and an emotion can be considered as a unit of it.
The human mind has the capability to respond to the real time situations while
continuingly reviewing the past emotional experience. By the implementation of this
ability of mind, this paper presents a conceptual model for neural networks to cater the
process of regeneration of emotions by simulating the brain processing phenomenon for
emotion regeneration in transitory and evolutionary patterns based on experience.

1. INTRODUCTION

An emotion is not an observation of physical states, nor is it just a cognitive
evaluation of one’s overall situation. Rather, an emotion is a process of neural activity in
the system (mind) including inputs from physical states and external senses and
producing some output actions. All human beings experience and distinguish a wide
variety of emotions. The English language has hundreds of words for different emotions,
ranging from the commonplace “happy” and “sad” to the more esoteric and extreme
“euphoric” and “dejected” (Wordnet, 2005). Some emotions, such as happiness, sadness,
surprise, fear, anger and disgust, seem to be universal across human cultures (Ekman,
2003), while others may vary with different languages and cultures [1].

The human emotions are realized by mind when it sense, an external stimulus. After
the realization, these emotions go to the working memory. The working memory acts as a
moderator for the short-term preservation of these emotions. At birth, our minds have
only one level; a "conscious" level [2]. In overall mind formation the conscious is a high
level structure because the representation of emotions resides in conscious, based on past
experiences. When neural representations of already experienced emotions achieve high
activation due to numerous reoccurrences, as an element of working memory these are
transferred to the conscious. The emotions in conscious are bi-directionally connected
with all other parts of the mind structure.

The subconscious is another level of mind which develops by the time. The
subconscious operates below the level of conscious. Our experienced emotions are
retained by the subconscious, implicitly and regenerated again in the conscious
automatically when received some distinctive retrieval cue. The subconscious acts as an
in-charge of human emotions.
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The backward generation of an emotion from conscious to working memory depends
upon assessment of emotional consciousness. This assessment can be performed on the
basis of partial recognition of an emotion’s parameters to address the transitory aspects.
In Neural networks, to address this scenario the candidate is a neural conceptual model
which receives inputs from environment and checks presence of related emotion patterns
in conscious and decides about their generation in working memory. This model
introduces a neural repository for the emotion storage after realization. This repository is
distributed into three levels: The first level corresponds to the working memory where an
emotion can be stored, which is experienced once. The intensity evaluation of that
emotion specifies its transfer to the second level.

The second level of repository corresponds to the conscious where emotion patterns
can be stored. In this model the characteristics of an experienced emotion plays an
important role in the selection of that specific emotion to be regenerated from second
level to the first level in the neural repository. The level of excitation of any specific
emotion depends on its intensity. The intensity of that emotion in turns depends upon the
environment sensing ability of the system.

The third level of neural repository corresponds to the subconscious where all
emotions whether experienced once or already mutated are stored automatically in
parallel to the second level. Whenever the system comes across a certain situation and
gets some distinctive cue, the related emotions become excited to the second level.
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a)
b)

©)

d)

2. CHARACTERISTICS OF EMOTIONS

Valence of Emotions: According to Russell (2003), valence of emotion is the
positivity/negativity of some specific emotion.

Intensity of Emotions: The intensity of an emotional experience is its degree of
arousal, which varies among different emotions. For example exuberance and elation
involve much more arousal than plain happiness or even less intense contentment.
Similarly, terror is more aroused than fear or anxiety[4].

The most natural explanation of difference in intensity between emotional states with
the same valence, for example being happy and being elated is in terms of firing rates
in the relevant neural populations. For extreme happiness, we would expect more
rapid firing of more neurons in regions associated with positive valence such as the
dopamine areas and the left prefrontal cortex than would occur with moderate
happiness [4]. The emotions can be located along these two dimensions, as shown in
figure.

Change in emotions: An emotion is not a constant thing. Emotional change includes
shifts from one emotion to another due to the change in environment and dispersing
some emotions. The time period of an emotion can be comparatively short rather then
moods, which can last for hours or days. For example surprise lasts for only seconds.
Combinations of emotions: The emotions are combined or integrated in the
conscious mechanism of the human mind. The basic emotions provide the grounds for
the existence of other more complex emotions. Different emotions can be affected by
each other. These connections will also allow for the learning of complex emotions.
Segregation of emotions: All emotions involve positive or negative valence and
different degrees of intensity, but these two dimensions are not sufficient to
differentiate consciousness of a full range of emotions.[4]. In the example of student’s
emotion mentioned above there are two emotions happy and relived. Both of these are
positive emotions having intensity from core to intense level. But these two emotions
cannot be confused even these are similar up to some extent in the specific situation.

3. EMOTIONAL EXPERIENCE

Emotional experience starts logically with new external incentives such as an

unexpected visit from an old friend. But usually an external incentive does not cause a

new emotion generation. So the term “emotional experience” makes logic to generate an

emotion from the neural repository in formulaic situations.

4. STATES OF EMOTIONS AS AN ENTITY

To explain the phenomena of emotional consciousness we need to know the following

states of emotions.

a)

Dependent: Emotions do not crop up in isolated contexts, but are experienced,
expressed, synchronized and responded in the course of interaction with environment.
The attributes of an emotion are interdependent like environment sensing ability and
its evaluation, quality of an emotion, emotional content, emotion-related signals and
signs, and context.

e Irrecoverable loss for sadness [9].

e Passing exam with flying colors for happiness.
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b) Relational: Emotions are affected by each other. They have elements of relations
and their survival depends on the degree of relations. So we can stabilize the related
emotions according to the specific situation. The relations could be observed for both
the positive and negative emotions such as genuine joy, appear significantly less on
the face of shocked patients as compared with the healthy women. The primary
emotions are related to each other to form a full scale emotional experience just like
we can make new colors from existing primary colors.

c) Mutative: After defining the degree of relationships between emotions the next step
is to decide that which emotions are powerful or weak. We need to decide that which
emotions are required to be approached or avoided on the basis of their level of co-
operation to perform some action or remain intact to the existing state or return to the
initial state. The example of mutated emotions is just like a rainbow having different
colors overlapping each other but maintaining their individual level of intensity.

d) Evolved: The emotions do not have rigid nature rather these are floppy. An emotion
is evolved through a process of frequent encounters with identical situations that can
cause an evident change in its intensity level. A specific emotion can be evolved to
another emotion if it is highly excited or de-excited along the intensity axis.

e) Transitive: The emotions are required to be captured to perform certain actions in the
range of a specific context. So after mutating certain emotion if its intensity goes beyond
the trigger point then some specific reaction would be generated as the final output.

5. PROPOSED MODEL

By simulating the ability of mind, this paper presents a conceptual model to
regenerate an emotion which has already been experienced in formulaic situations from
the repository which consists of very short term memory, short term memory and long
term memory. The activation of an emotion starts from some environmental cue and
during the process of its realization; the values for its attributes are assessed and recorded
in the neural receptor repository along with the emotional patterns. Neural receptor
repository categorized in two levels of storage i.e. transitive storage and permanent
storage. The transitive storage further divides into the primary transitive storage and
secondary transitive storage. As discussed above, the key to understanding the onset and
cessation of emotions is working memory (Fuster, 2003), it plays a vital role in the
process of emotion generation, and same conception is being adopted in this proposed
model. The Primary Transitive Storage in main neural receptor repository depicts the
process of working memory in human mind. The primary transitive storage consists of
neural population of emotions which is active in terms of neural firing. In neural terms,
this part of storage consists of particular neurons and respective neural interconnections,
while activity means the scale of neural firing.

The secondary transitive storage depicts the process of emotion generation in
conscious of human mind. The emotional patterns are stored at this level with the specific
values of their attributes and the current state of emotions. The different possible states of
an emotion are evolving, mutative and transitive states. The process of regeneration of an
emotion from secondary transitive level of repository to the primary level requires an
input cue from the environment. By implementing the encoding process that incoming
cue is interpreted and then combined with the information already stored at secondary
level in the form of emotional experience. During encoding process the input cue and the
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status of an emotion which is already residing at the secondary level would be evaluated
along with its current state. This evaluation would provide the decision that whether that
required emotion can be generated from secondary level to the primary level or not.

MODEL TO GENERATE AN EMOTION IN NEUTRAL NETWORKS

Knowledge

Realization of Emotions |
Positive Emotions

Megative Emotions

Evolving State
Mutative State

Cardinality
Check

Trigger Point

Neural Receptor
Repository

Transitive State

Qutput Reaction

The permanent storage level depicts the role of subconscious in human mind. The
data related to emotions is permanently stored in this part, implicitly in parallel to the
transitive storage. During the retention process this permanent storage keeps the custody
of encoded emotions. The proposed model portrays three distinctive states of an emotion
i.e. Evolving, Mutative and Transitive; each state contains its exclusive properties as
discussed above. An emotion can move in these states in accordance with its respective
attributes. The further processing in this model is dependent upon emotion attributes;
various conditional checks are defined to evaluate the neural process flow. All emotion’s
attributes are computable and provides the basis for conditional checks. The realization
process requires an environmental input as knowledge to invoke the associated emotion.
During this process the valence and intensity checks are applied to the emotion attributes
and the values of these attributes are stored in the form of entries in the repository.

The state selection process for an emotion performs the decision making by applying
a cardinality check on the attributes of it. At this stage there are two possible upcoming
states for an emotion transformation i.e. mutative and evolving. If the cardinality of an
emotion is less than 1, it would reside in the repository with its current state and
properties otherwise there are two possibilities that an emotion could be transformed to
the evolving state if the cardinality is 1 and could be transformed to the mutative state if
the cardinality is more then 1. During mutation, the valence of emotions can be altered
e.g. positive emotions can be changed in negative emotions and intensity level could be
increased or decreased as well. Whereas during evolvement, the valence cannot be
changed but intensity level could be increased or decreased along the intensity axis. The
emotions in mutated or evolved state can change to the transitive state by applying trigger
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point intensity check. If the intensity of emotions does not reach to the trigger point then
these would be stored in neural receptor repository, otherwise these emotions would be
transformed to the transitive state and perform some mandatory action as final output.
The emotions in transitive state would be saved in neural receptor repository with all
attributes and current state. The emotions stored in the neural repository forms the
emotional experience. From this experience an emotion can be generated again due to
some distinctive cue from the formulaic situations. The specific state of an emotion after
regeneration depends upon the assessment of its attributes.

6. CONCLUSION

This paper attempts to identify the properties of emotions as an entity, the foundation
for emotional experience and states of emotions.

Our proposed model provides the mechanism to generate an emotion from the
emotional experience stored in neural receptor repository. It also includes different
possible states of emotions and checks on its attributes which form the basis of emotion’s
transition in different states.

As an extension to this model we can further work on inflection of input cue and
output action and a decision making criteria can be incorporated for the retrieval of an
emotion from the permanent storage of the repository.

As a future work this model can be further implemented in neural networks using
different neural operations to produce complex emotions from the exiting primary
emotions in machines.
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ABSTRACT

With the advancement and implementation of technology in every field throughout
the world, machine translation has become an essential requirement, especially for online
information exchange. Computer programs are available for multi-lingual translation of
technical manuals, scientific documents, commercial prospectuses, administrative
memoranda, and medical reports but it still needs improvement. In this paper a
conceptual model for automatic machine translation environment is proposed for an
evolving multi-lingual translation mechanism.

INTRODUCTION

A computerized system used for translations is termed as machine translation (MT)
which may or may not need human assistance. Computer based translation tools like
online dictionaries, remote terminology databanks, transmission and reception of texts etc
are excluded from this term. We can not draw a certain boundary between machine aided
human translation (MAHT) and human aided machine translation (HAMT). The
automation of the full translation process is the central core of MT. The ultimate goal of
MT may be to produce high quality translation, but in practice the output is usually
revised like most of the human translator. However, the types of errors produced by both
types are different. MT output may be used as a rough draft for human translator
(Hutchins, 1995).

Systems are designed either for two particular languages called bilingual systems or
for more than a single pair of languages called multilingual systems. Bilingual systems
may be designed to operate either in only one direction or in both directions. Multilingual
systems are usually intended to be bidirectional; most bilingual systems are unidirectional
(Hutchins, 1995).

Hutchins suggested in his work that the translation quality of MT systems may be
improved either by developing more sophisticated methods or by imposing certain
restrictions on the input. Firstly, the system may be designed to deal with texts limited to
the sublanguage of a particular subject field and/or document type. Secondly, input texts
may be written in a controlled language by restricting the range of vocabulary, and
avoiding complex sentence structures. A third option is to require input texts to be
marked (pre-edited) with indicators of prefixes, suffixes, word divisions, phrase and
clause boundaries, or of different grammatical categories. Finally, the system itself may
refer problems of ambiguity and selection to human operators for resolution during the
processes of translation itself, in an interactive mode (Hutchins, 1995).
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Hutchins described three different types of translation approaches. The first type is
generally referred to as the direct translation approach. In this approach the MT system is
designed in all details specifically for one particular pair of languages. Translation is
direct from the source language (SL) text to the target language (TL) text by the
assumption that the vocabulary and syntax of SL texts need not be analyzed any more
than strictly necessary for the resolution of ambiguities, the correct identification of TL
expressions and the specification of TL word order. Such direct translation systems are
necessarily bilingual and unidirectional (Hutchins, 1995).

The second basic design strategy described by Hutchins is the inter-lingua approach,
which assumes that it is possible to convert SL texts into representations common to
more than one language. From such inter-lingual representations texts are generated into
other languages. Translation is thus in two stages: from SL to the inter-lingua (IL) and
from the IL to the TL. Procedures for SL analysis are intended to be SL-specific and not
oriented to any particular TL; likewise programs for TL synthesis are TL specific and not
designed for input from particular SLs. A common argument for the inter-lingua
approach is economy of effort in a multilingual environment. Translation from and into n
languages requires n (n-1) bilingual direct translation systems; but with translation via an
inter-lingua just 2n inter-lingual programs are needed. With more than three languages
the inter-lingua approach is claimed to be more economic. On the other hand, the
complexity of the inter-lingua itself is greatly increased. Interlinguas may be based on an
artificial language, an auxiliary language, a set of semantic primitives presumed common
to many or all languages, or a universal language independent vocabulary (Hutchins,
1995).

The third basic strategy is the less ambitious transfer approach. Rather than operating
in two stages through a single inter-lingual representation, there are three stages
involving underlying representations for both SL and TL texts. The first stage converts
SL texts into abstract SL oriented representations; the second stage converts these into
equivalent TL oriented representations; and the third generates the final TL texts.
Whereas the inter-lingua approach necessarily requires complete resolution of all
ambiguities in the SL text so that translation into any other language is possible, in the
transfer approach only those ambiguities inherent in the language in question are tackled;
problems of lexical differences between languages are dealt with in the second stage.
Transfer systems consist typically of three types of dictionaries and various grammars
(Hutchins, 1995).

The direct translation approach was typical of the first generation of MT systems. The
indirect approach of inter-lingua and transfer based systems is often seen to characterize
the second generation of MT system types. Both are based essentially on the specification
of rules. Most recently, corpus-based methods have changed the traditional picture.
During the last five years, there is beginning to emerge a third generation of hybrid
systems combining the rule-based approaches of the earlier types and the more recent
corpus-based methods. The differences between direct and indirect, transfer and inter-
lingua, rule-based, knowledge-based and corpus-based are becoming less useful for the
categorization of systems. Transfer systems incorporate inter-lingual features. Inter-
lingua systems include transfer components. Rule-based systems make increasing use of
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probabilistic data and stochastic methods. Statistics and example based systems include
traditional rule-based grammatical categories and features (Hutchins, 1995).

The research on machine translation has a long tradition and a somehow disputed
reputation. Like for many other disciplines of computational linguistics the overjoyed
mood of the first days gave place to a pessimistic period of stagnation. The interest in
machine translation systems faded away after they could not fulfill the unrealistic
promises of the first hype. However, within the last few years this situation has changed
considerably. In particular in Japan there have been extensive efforts regarding the
automatic translation from Japanese into English and vice versa. One of the most
prominent research directions in Japan has been example based machine translation,
which relies on massive bilingual corpora to build a knowledge base of translation
examples. New sentences are then translated by finding the most similar example.
Unfortunately, this promising approach can only be successfully applied to language
pairs for which enough bilingual data is available (Winiwarter, 2001).

Another popular approach, often incorporated in commercial products, is transfer-
based machine translation. Transfer-based systems divide the translation problem into
three parts: analysis, transfer, and generation. The analysis part parses the source
sentence by means of a source grammar to create a structured representation. The transfer
part applies a comparative grammar to map every source representation onto a target
representation. Finally, the generation part produces the target sentence by using a target
grammar. Most of the existing machine translation systems suffer from two severe
weaknesses:

The transfer rules are static, i.e. they cannot be altered by the user.

The translation is realized as stand-alone program, which is not integrated
into the accustomed workflow of the user (Winiwarter, 2001).

In this paper W. Winiwarter focuses on the important role of human language
technology as one of the key technologies for the universal access to worldwide digital
libraries. In particular, linguistic barriers caused by the multilingual nature of the global
information pool require solutions from cross-language information retrieval and
machine translation. In this research W. Winiwarter developed a machine translation
environment for the automatic translation of Japanese documents into German. An
important point regarding the implementation of the translation environment is that it is
completely embedded in the widely used text processing program Word to ensure its easy
use by any potential end user (Winiwarter, 2000).

In the earliest years, efforts were concentrated either on developing immediately
useful systems or on fundamental research for high quality translation systems. After the
ALPAC report in 1966, which virtually ended MT research in the US for more than a
decade, research focused on the development of systems requiring human assistance for
producing translations of technical documentation, on translation tools for direct use by
translators themselves, and, in recent years, on systems for translating email, Web pages
and other Internet documentation, where poor quality is acceptable in the interest of rapid
results (Hutchins, 2001).



128 A New Conceptual Model of Machine Translation

Mostly techniques used for text retrieval are based on the statistical analysis of a term
either as a word or a phrase. Through the statistical analysis of a term frequency, it is
only possible to capture the importance of the term within a document. In order to
achieve a more accurate analysis the underlying representation should indicate terms that
capture the semantics of text. In this case, the representation can capture terms that
present the concepts of the sentence, which leads to discover the topic of the document.
Based on this concept authors have proposed new concept-based representation, called
Conceptual Ontological Graph (COG), where a concept can be either a word or a phrase
and totally dependent on the sentence semantics, is introduced. The aim of the proposed
representation is to extract the most important terms in a sentence and a document with
respect to the meaning of the text. The COG representation analyzes each term at both the
sentence and the document levels. This is different from the classical approach of
analyzing terms at the document level. First, the proposed representation denotes the
terms which contribute to the sentence semantics. Then, each term is chosen based on its
position within the COG representation. Lastly, the selected terms are associated to their
documents as features for the purpose of indexing before text retrieval. The COG
representation can effectively discriminate between non-important terms with respect to
sentence semantics and terms which hold the key concepts that represent the sentence
meaning (S. Shehata, F Karray, and M Kamel, 2007).

DISCUSSION

For MT during analysis and synthesis, many systems exhibit clearly separated
components involving different levels of linguistic description. From the observation
analysis may be divided into morphological analysis, syntactic analysis, and semantic
analysis. Synthesis may consist of semantic, syntactic, and morphological synthesis. In
transfer systems, the transfer component may also have separate programs dealing with
lexical transfer and with structural transfer. In some earlier forms of transfer systems
analysis did not involve a semantic stage transfer was restricted to the conversion of
syntactic structures, i.e. syntactic transfer alone (Hutchins, 1995).

In many older systems separation between transfer and synthesis were not clear. Even
in some systems there were mixed data and processing rules and routines. Later systems
were of modular nature with the capability of adaption of any change in system
components, data and programs without effecting or damaging system efficiency as a
whole. A further stage in some recent systems is the reversibility of analysis and
synthesis components, i.e. the data and transformations used in the analysis of a particular
language are applied in reverse when generating texts in that language. Recent
developments underline what has always been true, namely that MT research and MT
systems adopt a variety of methodologies in order to tackle the full range of language
phenomena, complexities of terminology and structure, misspellings, ungrammatical
sentences, neologisms, etc. The development of an operational MT system is necessarily
a long-term engineering task applying techniques which are well known, reliable and
well tested (Hutchins, 1995).

This research by Winiwarter was aimed to challenge the shortcomings by designing
and implementing an environment for Embedded Adaptive Translation (EAT) for the
automatic translation of Japanese documents into German, but due to the lack of available
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bilingual corpora research could not follow the example-based translation paradigm.
Instead researchers have adapted the transfer based approach to develop an efficient
machine translation environment (Winiwarter, 2001).

This paper has presented a system, which aims at facilitating the global access to
Japanese documents. It provides an adaptive machine translation environment, which can
be fully embedded in the common spreadsheet program Excel, and EAT applies transfer-
based machine translation to produce high quality automatic translations from Japanese
into German. The adaptive behavior still has the capacity to be improved, so the system is
able to run reverse translation leading to automatic update of the transfer rule base
(Winiwarter, 2001).

An important point to be handled is the adaptation of the linguistic knowledge by the
user. Although at the current state it is possible for the user to freely adapt the
transformation rules for the individual steps of the translation process, but still there is a
need to make the front-end for this adaptation more user-friendly. Also the system
requires such a mechanism that the user can simply correct or improve the target
sentence, which causes the system to run a reverse translation leading to an automatic
update of the linguistic rule base (Winiwarter, 2000).

Many MT vendors have been providing network-based translation services for on-
demand translation, sometimes with human revision as optional extra. In some cases
these are client-server arrangements for regular users. The growing influence of the
Internet has been reflected in the appearance MT software products specifically for
translating Web pages. Japanese companies led the way, and they were followed quickly
elsewhere. At the same time, companies began to offer translation services on the
Internet, usually through MT portals. Equally significant has been the use of MT for
electronic mail and for chat rooms. Although translation quality is often poor, given the
colloquial nature of the source texts, it seems to be widely acceptable. It is now clear that
different types of MT systems are required to meet widely differing translation needs
(Hutchins, 2001).

In this work authors have tried to narrow down the gap between natural language
processing and information retrieval disciplines. COG is proposed to enhance the text
retrieval quality substantially. By exploiting the semantic structure of the sentences in
documents, a better text retrieval quality is achieved. This representation captures the
structure of the sentence semantics represented in the COG hierarchical levels. Such a
representation allows choosing concepts that actually contribute to the meaning of the
sentence. This leads to perform concept matching and weighting calculations in each
document in a very robust and accurate way. The quality of the ranking results achieved
by this representation significantly surpasses that of traditional ranking approaches. It is
assumed that on the basis of this work it is possible to link the presented work to web
document retrieval. Also, this concept can be applied to text classification (S. Shehata, F
Karray, and M Kamel, 2007).

PROPOSED CONCEPTUAL MODEL

The proposed conceptual model for MT is based on the self organizing colonies of
different languages. Agents have associations with other respective agents in same colony
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and other colonies. The frequency of a word does not reflect the importance of a word in
a language. There may be some words though not frequent but have a significant role in
translation. This problem is handled by tagging a concept with each word or phrase.
These concepts can be shared and used to develop new concepts both for source and
target language because of layered approach. Best possible translation can be produced
using these concepts. Due to its evolving nature mistakes will not be repeated and
eventually an almost perfect translation environment will be achieved. Model consists of
three layers. First layer contains the concepts and their inner-associations. In second layer
agents have associations with other language agents of first and second layer. This layer
agent can generate request for concept across the colony. Layer above these layers is
responsible for language manipulation.

In order to develop some basic concepts, the method defined by S. Shehata, F Karray,
and M Kamel in their work can be used. For a given input to a specific colony, the input
is analyzed and parsed into different conceptual grammatical parts of a language. For
each grammatical part there is a unique agent, which is responsible to map the given
input to the target output. All the concepts learned are stored in a knowledge base (KB),
and if there is no concept available in the KB then a new concept will be developed. New
concepts are developed from the basic concepts. In a situation where basic concepts are
not enough to develop a new concept, concepts in the target language associated with the
second layers will be used. All these concepts will be used to develop a different map. If
more maps of same level of acceptance are available then the concept used most of the
time will be used and will be prompted for feedback about the correctness and quality of
translation. Based on the feedback, suitability of a concept for a certain environment will
be decided.

There are three different parts in a colony having its own KB. First part is responsible
to analyze the input and parse it into grammatical part. In the second part agents map the
parsed input into the target language grammar. If there is no concept in the KB then a
request is generated at second layer to other colonies/ target language to have a proper
map. On the bases of returned concepts translation of source grammatical part to the
target grammatical part is performed and new concept is stored in KB. In the third part
translation of given input to the target language is generated by mapping the grammatical
parts of the target language using concept in the KB of third part to produce the best
possible quality translation. Agents within a colony for different grammatical portion
have association with each other, which represents the proper concept of a certain word
or a phrase.

This mechanism will help to resolve the problem of reverse translation and automatic
update of the linguistic rule base. Also this model can fulfill the MT requirement over
Web. This model is independent of front-end application and provide a facility to develop
a user friendly front-end in any language/tool. Associations can be classified as Local
Association for Agent’s own language and Global Association for the association of other
colonies. Each colony (language) will have a local Lexical and Syntactic analyzer. This
proposed model can work with any front-end user interface.
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Proposed conceptual model has the capability to cope the problems faced in the
translation in previous work. Due to its evolving nature mistakes in translation will be
reduced, human dependency is also reduced. Model is also suitable for any environment
and is capable of producing multi-lingual translation. During its evolution this model is
capable to achieve a stage where it can translate any language using its own KB. Model
can perform effectively for web based applications and solves the user friendly front-end
problem.
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ABSTRACT

In formula based inferential statistics, many problems deal with the estimation of
unknown parameters. This paper considers interval estimation. The bootstrap confidence
intervals for the parameter ‘p’ of an unknown population are discussed. It is obtained by
the two-stage wild bootstrap method. The results are illustrated with an example in which
the investigated variable has the Truncated Negative Binomial distribution. We do not
have to know the population distribution for determining the bootstrap confidence
intervals for the parameters. This is the great advantage of bootstrap methods. The
authors have developed a computer program that computes confidence limits using the
procedure in this paper.
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I. INTRODUCTION

Bootstrapping is a procedure where repeated samples are drawn from the sample,
discriminant analysis is conducted on the samples drawn, and an error rate is computed.
The overall error rate and its sampling distribution are obtained from the error rates of the
repeated samples that are drawn. Bootstrapping techniques require a considerable amount
of computer time. However, with the advent of fast and cheaper computing, they are
gaining popularity as a viable procedure for obtaining sampling distribution of statistics
whose theoretical sampling distributions are not known.

In the section 2 we briefly review the method of wild bootstrap and its application for
finite populations. Most of bootstrap literature is concerned with bootstrap
implementations of tests, confidence intervals and application for estimation problems. It
has been argued that for these problems bootstrap can be better understood if it is
described as a plug-in method.

II. THE WILD BOOTSTRAP TECHNIQUE

Bradly Efron (1979) has developed a new and major subpart of resampling procedure
name as ‘Bootstrap’. It has swept the field of statistics to an extra ordinary extent. Let us
consider a finite population that can view as a realization of a certain super population
model.
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Y,=BX,+¢ ; 1=123.,N, (1

where, Y;’s are the measurement taken observations, [} represents the regression
parameter, X;’s are assumed to be auxiliary quantities or past experiences. Also
BX; =, are the true values of interest. The measurement errors €, ’s are the identical and
independent (i.i.d.) random variable such that

o FE(g;)=0and
e The variation is independent of 1, i.e. £ (aiz) =c’

It cannot generally be assumed that the error distribution follows Normal with mean

zero and variance 6 . To perform statistical test and to calculate confidence intervals the
distribution of error ¢, has to be known. So the great challenge is how to gain information

on the error distribution. Our motivation is to introduce the technique of Bootstrapping
that aids us to extract the information about the residuals and to find the characteristics of
the unknown population.

Wild bootstrap

It is basically a two stage resampling scheme, that was first suggested by Wu (1986),
modified by Liu (1988) and finally proposed and given its name by Hardle and Mammen
(1993). It is a variant of residual method but in this procedure i.i.d. observations are
drawn from an external random variable with first moment zero and second and third
moments both being one. The wild bootstrap residuals are constructed through
multiplying these i.i.d. observations by the residuals in place. This method has more
freedom for the assumption of heteroscedasticity.

Chen and Sitter (1993) have proposed a two stage resampling scheme; first simple
random sampling without replacement in each stratum and then show that the resulting
bootstrap sample is second order efficient.

In our study we follow the same technique of two-stage wild bootstrapping. That is

given a sample S ={i,i,,...,i,} from a population u and any estimator ﬁas define on

model (1). Estimate the residuals €, =Y, —ﬁX ;5 1€ S, then generate n independent wild
bootstrap components {Z,,...,Z, } of a random variable Z with E(Z)=0 and E(Z*)=1 and set

Y =BX, +¢ with ] =£,Z, ; ie S )

Technically speaking, each wild bootstrap observation is drawn from a distribution
that mimics its corresponding sampling distribution through matching up the first three
moments.

III. THE TRUNCATED NEGATIVE BINOMIAL DISTRIBUTION

The Negative binomial distribution is a two parameter discrete distribution. It is use
extensively for the description of data that are too heterogeneous to be fitted by the
Poisson distribution. It can be defined in terms of the expansion of the negative binomial
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expansion (Q-P)™*, where Q = 1 + P, P > 0, and k is positive real; the (x + 1) term in the
expansion yields Pr[X = x].

Thus the negative binomial distribution with parameters k, P, is the distribution of the
random variable X for which

kex-1\(PY( PY
Pr[sz]z{ b1 ](5] [I—EJ ;o x=0,1,2,... 3)

where Q=1+P,P>0and k> 0.

The mean and variance are

uw=kP and p, =kP(1+P). “)

This parameterization (but with the symbol p instead of P) is the one introduced by
Fisher (1941). You may relate Q and Pas; Q=1/pand P=q/p (i.e, p=1/Q and
q=P/Q).

Our aim is to apply the technique of bootstrapping on truncated negative binomial
distributions, to estimate the parameter p and to construct the 95% confidence band. Then

compare these results with the classical approach like maximum likelihood method,
normal approximation.

In most common form of truncation, the zeroes are not recorded, thus the equation (3)
becomes,

____k_1k+x—1£x _Ek_ ~
Pr{X =x]=(1-07") ( ol j[QJ (1 Q] Cox=12,.., (5)
With mean

n=EX)=kP1-07*)" (6)

and variance
_(kPQ+K’PY) kP’
-0  a-0*y

Since the parameters of Negative binomial distribution is not easy to estimate. Its
calculation is often lengthy and time consuming. Different statisticians proposed some
iterative procedures to overcome this problem. David and Johnson (1952) proposed an
explicit estimator based on the first three sample moments. Sampford (1955) developed a
reasonably rapid iterative technique for solving the two moment estimating equations but
ultimately concluded that resulting estimates might only be suitable for use as first
approximation in an iterative solution of Maximum likelihood estimating equations.

(7

[2%)

IV. AN ILLUSTRATIVE EXAMPLE

To illustrate estimation in the truncated negative binomial distribution using bootstrap
method and other classical method, we considered a sample of chromosome breakage
that was originally given by Sampford (1955). Where, the observed samples may be
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truncated, in the sense that the number of individuals falling into the zero class cannot be
determined. For example, if chromosome breaks in irradiated tissue can occur only in
those cells which are at a particular stage of the mitotic cycle at the time of irradiation, a
cell can be demonstrated to have been at that stage only if breaks actually occur. Thus in
the distribution of breaks per cell, cells not susceptible to breakage are indistinguishable
from susceptible cells in which no breaks occur. The sample data are as follows:

X 1 2 1314|5167 18191011 12 | 13
Obs 11164501 ]0]2]1 0 1 0 1

The sample mean = 3.438, and sample variance = 9.931. The moment estimates of k
and P are 0.632842 and 3.26216 respectively.

These results are obtained by the program coded on Mathematica.

d=FindRoot[ {m==kp(1-(1+p)*(-k)"(-1),m2 1 (kp(1+p)+k"2 p"2)/
(1-(1+p)*(-k))-(k"2 p*2)/(1-(1+p)~(-k))*2}, {k,4},{p,3}]
{k[10.632842,p[13.26216}

Since p=1/Q and Q = 1+ P, therefore
p =0.23462282 ®)

Estimation of confidence interval
Brass Estimate
For this example Cohen (1965) calculated the estimate for p as
PP =0.2345 9)
and
V(p®)=0.0098628

And the 95% confidence interval for f)b is:
0.2345+(1.96)(0.09931163) = (0.039849 , 0.429151) (10)

Maximum Likelihood Estimate
The maximum likelihood estimate for this example, calculated by Sampford (1955)
as,

PP =02113 (11
and
V(p?)=0.0097231

And the 95% confidence interval for fyb is:

0.2113£(1.96)(0.09860578) = (0.018033 , 0.404567) (12)
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V. RESULTS & CONCLUSION

The purpose of this paper is to apply wild bootstrapping method for constructing
confidence intervals for the parameter p of Truncated Negative Binomial Distribution.
Various methods, classical as well as bootstrap, have been described with example
illustrating Sampford (1955) the application of each procedure. The algorithm for
bootstrapping is designed on C++. For sample one program code for wild bootstrap
confidence interval is given on appendix. Others are with author and can be shown on
demand. In order to assist the reader in assessing the options of the methods for
construction of confidence intervals, the results of the example considered in the article
are summarized below:

95% Confidence Interval Length of

Methods of Estimate for true parameter ‘p’ Confidence
LL UL Interval
. Brass Estimate 0.039849 0.429151 0.389302
Classical

Maximum Likelihood | 0.018033 0.404567 0.386534

Standard Bootstrap 0.100502 0.423390 0.322888

Wild Bootstrap 0.122231 0.356407 0.234176
where, LL = Lower limit and UL = Upper Limit

Bootstrap

By Comparing the classical method with bootstrap, it is vivid that wild bootstrap
provides the confidence bound approximately as precise as the classical method, whereas
standard bootstrap method has a little bit wide confidence interval. And overall we can
conclude that the bootstrapping provides more easy and sufficient method for finding the
confidence intervals.
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VII. APPENDIX

The algorithm for bootstrapping is designed on C++. For sample one program code
for wild bootstrap confidence interval is given below. Others are with authors and can be
shown on demand.

#include<iostream>
#include<fstream>
using namespace std;
float B = -0.6263;
int power (int num , int pow)
{ return (pow == 0) ? 1 : num * power (num,pow-1) ;}
void Select_Sort(float arr[],int length)
{
int min = 0;
for (int i = 0 ; i < length ; i++)
{

min = i;

for (int j =i ; j < length ; j++)
min = (arr[min] >= arr[j]) ? j : min;
if (min !'= i)

{
float temp = arr[min];
arr[min] = arr[i];
arr[i] = temp;

}
}
int main(int argno, char **argv)
{
srand (time (NULL)) ;
if (argno == 4)
{
int n=13 , t = 0;
cout << "Enter number of Bootstrap Samples : ";
cin >> t;
int *xi,*yi,*yci,*ei;
float *mean, *variance, *p;
float **esi;
float **ysi;
float **zi;
xi = new int [n];
yi = new int [n];
yci = new int [n];
ei = new int [n];
mean = new float [t];
variance = new float [t];
p = new float [t];
ifstream infile(argv[1l]);
int num = 0;
char temp = 'a';
while (temp '= '\n')
infile.get (temp) ;
infile.get();
for (int i =0 ; i < n ; i++)
{

infile >> num;
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infile.get();
infile >> num;
xi[i] = num;
infile.get();
infile >> num;
yi[i] = num;
infile.get();
infile >> num;
yci[i] = num;
infile.get();
infile >> num;
ei[i] = num;
infile.get();

}

esi = new float * [t];

ysi = new float * [t];

zi = new float * [t];

for (int i =0 ; i < t ; i++)

{
*(esi + i) = new float [n];
*(ysi + i) = new float [n];
*(zi + i) = new float [n];
}

float arr[2] = {-0.6180,1.6180};

int count = 0, cp = 0;
float **xf = new float * [t] , **xsqf = new float * [t];
for (int i =0 ; i < t ; i++)

*(xf+i) = new float [n];
* (xsqf+i) = new float [n];
}
float *sumx,*sf,*sxf,6 *sxsqf, *syi,*sysi, *sei, *sesi, *szi;
sumx = new float [t];
sf = new float [t];
sxf = new float [t];
sxsqf = new float [t];
syi = new float [t];
sysi = new float [t];
sei = new float [t];
sesi = new float [t];
szi = new float [t];
float sl1l,s2,s3,s4,s5,s6,s7,s8,s9;
int psc = 0;
for ( ; cp < t ;)
{
sl = s2 = s3 =s4 =s5 =s6 =s7 =s8 =5s9 =0;
for (int j =0 ; j < n ; j++)
{

zi[cpl [j] = arr[rand() % 2];
esi[ecpl [j] = zi[ep][]] * eil]j];
ysi[epl [j] = (xi[j] * B) + esi[cpl[]j];
xf[cp] [J] = xi[j] * ysil[cpl[]j]’

int pow = power(xi[]j],2);

xsqf[cpl []J] = ysi[cpl[]j] * pow;

sl += xi[]j];

s2 += ysi[cpl [jl;

s3 += xf[cpl[]j];
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s4 += xsqf[cpl []]’
s5 += yci[j];
s6 += ysi[cpl[]jl;
s7 += eil[j];
s8 += esi[cp]l[j];
s9 += zi[cpl[jl;
}
sumx[cp] = sl1;
sflcp] = s2;
sxf[cp] = s3;
sxsqf[cp] = s4;
syi[cp] = s5;
sysi[cp] = s6;

sei[cp] = s7;
sesi[cp] = s8;
szi[cp] = s9;

mean[cp] = sxf[cpl/sflcp];
variance[cp] = ((s4/s2)

float check = 0;
if (variance[cp] > 0)

{

check = (variance[cp]/mean[cp]);

check -= 1;
}
else
check = -9999;

if (check < 0)
count++;
else
{
plpsc++] = check;
cp++;
}

infile.close() ;
ofstream out (argv[2]);
ofstream out2 (argv[3]);

out2 << "P's," << "Q = 1+4P," << "p = 1/Q" << endl;

for (int 1 =0 ; i< t ;
{

out << "Reading Number :
out << "S.No.," << "Xi (x)," <<

(mean[cp] * mean[cpl));

" << (i+l1l) << endl << endl;

"Eik, " << "Xf," << "X?f," << "Zi" << endl;
for (int j =0 ; j < n ; j++4)

out << (j+1) <<

ySi[il[3j] << "," << ei[j] << ",

xsqf[i] [J] << "," << zi[i][]J] << endl;
out << "Total: ," << sumx[i] << "," << syi[i] << ",
"," << sei[i] << "," << sesi[i] << "," << sxf[i] << "

<< szi[i] << endl << endl;

"< xi[§] << "," << ycild]
"< esi[i][§] << "," << x£[i][§] << ",

out << "Mean : ," << mean[i] << endl;

out << "Variance

," << variance[i] << endl;

out << "P : ," < p[i];
out << endl << endl << endl;

}

float sump = 0;
Select_Sort(p,t);
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for (int i =1 ; i < t ; i++)
{
(p[i]l >= 0) ? sump += p[i] : pl[il;

out2 << p[i] << "," << (1+p[i]) << "," << (1/(1+p[i])) << endl;
}
out2 << endl << "Sum : " << sump << endl << endl;
out2 << "Average : ," << (sump/t) << endl << endl;

out2 << endl << "There Were " << (count+cp) << " P's But " << count
<< " P's Were Dropped As They Were Negative" << endl;

out2 << "P [25th] :," << (1/(1 + p[974]))/2.8 << endl;

out2 << "P [975th] :," << (1/(1 + p[24]))/2.8 << endl;

out2.close() ;

out.close() ;

for (int i =0 ; i < t ; i++)

{
delete[] *(xf+i);
delete[] *(xsqf+i);
delete[] *(ysi+i);
delete[] *(esi+i);

}

delete[] xf;

delete[] =xsqf;

delete[] ysi;

delete[] esi;

delete[] xi;

delete[] yi;

delete[] yci;

delete[] ei;

delete[] mean;

delete[] variance;

delete[] p;
cout << "Output Is Generated In : " << argv[2] << endl;
cout << "And The List Of P's Are Generated In : " << argv[3] <<
endl;
}
else
{
cout << "Usage Error ....... I" << endl;
cout << "Use It As : ";
cout << "Program.exe InputFile.csv OutputFile.csv Pfile.csv" <<
endl;

}
system("pause") ;
return 0;

}
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ABSTRACT

Box-Behnken Designs are very popular with the experimenters, wishing to estimate a
second order model. It is due to their three levels, simplicity and high efficiency.
However, in case of serious lack of fit in the analysis it becomes necessary to augment
these designs up to third order. We have augmented the Box-Behnken Designs and
developed catalogues for three to twelve factors. These designs can be used to estimate
the parameters of a third order response surface model.
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1. INTRODUCTION

Box and Behnken (1960) introduced three level incomplete factorial designs. By
definition, a three level incomplete factorial design is a subset of factorial combinations

from 3* factorial design. These designs are formed by combining two-level factorial
designs with Balanced Incomplete Block Designs (BIBD) in a particular manner. Since
every BBD is associated with a BIBD or partially BIBD, and hence have k= the number
of design variables/factors, b= the number of blocks in the BIBD, r= the number of
blocks in which a factor is appeared, and = the number of factors per block.

These designs have been very popular with the experimenters due to their simplicity
and high efficiency and are used to estimate the second order model. However, there are
situations when second order model representations may be inadequate and unrealistic
due to lack of fit caused by higher-order terms in the true mean response model. In this
case a third order model is needed. Box-Behnken designs with equally spaced three levels

(+1, 0, -1) have no ability to detect pure cubic terms because these are fully aliased with

3

linear effects as x;” = x; . The situation is, however, better for third order terms involving

interactions. Mee (2006) has referred one example of six factors Box-Behnken design
from Srinivas et al (1995) suffering from high lack of fit. He has concluded that these
designs cannot estimate third order model and hence augmenting them is necessary. In
this study efforts have been made to achieve this goal.

143



144 Augmented Box-Behnken Third Order Response Surface Designs

2. AUGMENTING THE BOX-BEHNKEN DESIGNS

Das and Narasimham (1962) have obtained some second order designs by using the
properties of BIB designs. By extending the method they have obtained third order
rotatable designs, both sequential and non-sequential, up to 15 factors with the help of
doubly balanced incomplete block designs and complementary balanced incomplete
block designs. This idea has been extended to augment the BBD’s for estimation of third
order model. These designs are much smaller in size as compared to Das and
Narasimham (D&N) designs.

As we know that each point in a design is always a combination of different levels
(1) of different factors (k). Suppose we denote these ! levels by a, b, ¢ etc., then all
possible combinations of / levels with k factors will be 1*, where I <k . Let us call this

group of I* combinations as Design-I and denote its m™ point with & entries by x}” ,

m=1,...0%, j=1L ..., k. Any two entries of this point may be equal or unequal. Now
suppose we have a two levels factorial design with k factors having values +1 and -1. Let
us call it Design-II and denote its entries by Vi, i= L,2,..., 2k ,j=12,..., k. Now we
select any one point/ combination (of levels) from Design-I to be called selected
combination (say m™ combination), and multiply its j" entry with j entry of each point
of Design-II. Then the resulted design with 2* points will be as below.

m x m % m
XU e X7 TV e X "Nk
m m s
X TV o X EYy X " Yok
m m oy
X ; m X i
1 . Vil . X E k ' Yik
m m
X Yok m X 7 Vor
24 " 2k
R
This can be denoted by (x",x;',. ..., x;').Itis a combination of ‘factorial points’

with levels say a, b, etc. Let us have another combination of 2k axial points
(£a,0,0,...,0), (0,£q, O, ..., 0), ..., (0,0, ...,0, £a) , to be denoted by (a, 0, 0, ..., 0). If

we add 2 factorial points defined above along with 2k axial points of level a, to the k
factor Box-Behnken Design (BBD), then we shall achieve a third order design which may
be called as Augmented Box-Behnken Third Order Design (ABBD). It is important to
note that factorial points and o cannot take value equal to + 1 at the same time, because
in this situation total number of levels in the augmented design will be three, whereas we
need at least four levels for a third order design.

First of all we try to select a point from Design-I consisting of only one level say a,

and obtain 2* factorial points by multiplying with respective entries of each point of
Design-II. However, as the number of factors increases from five (i.e. k>5), we have to
face the problem of singularity of information matrix XX due to which some of the
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parameters of third order model cannot be estimated, and thus the design breaks down.
To overcome this deficiency, we select a point from the Design-I which includes two
levels. If the singularity problem still exists, then we select a point consisting of three
levels, and so on. It is mentioned here that all of the points of Design-I do not serve the
purpose, and we have to explore some appropriate points. The measure in this regard to
be kept in mind is the “non-singularity of the information matrix XX ”.

The procedure can be illustrated by taking an example of six factors i.e. k=6. Selected
combination’s levels like a, b, etc. can take any values within our experimental region.
When we consider more than one levels in our Design-I, we obtain thousands of designs
making it difficult to study. Let us put a constraint on the levels to take different values,
that is, they can take only values from 0.25, 0.5, 0.75, 1.25, 1.50, 1.75, 2.0, 2.25, 2.5,
2.75, 3.0, as per requirements of the experimental region. Using these values we have
constructed catalogues of Augmented Box-Behnken Third Order Designs for k=3 to 12
factors, with the efforts to add minimum possible number of levels to the original BBD's.
Interested readers can obtain these catalogues, on request, through e-mail.

However, these designs for six or more factors have the following discrepancies:

i. Experimental region becomes larger in more cases. For example in the case of
k=6, we can achieve our desired design with non-singular information matrix
when at least one level of factorial points with the value greater than or equal to 2
is added, i.e. our experimental region becomes larger to +2

ii. Variances of the parameter estimates of response surface model become so high.

iii. Design size becomes large for higher number of factors i.e. £>6.

These discrepancies can be removed by using one more combination of design points
which is obtained from the complement of the original Box-Behnken Design. Consider
the case for k=6 factors, the BBD has the following six blocks (in the sense of
Incomplete Block Designs).

1 2 3 1 2 1
2 3 4 4 5
4 5 6 5 6 6

According to the notation introduced in section 2, it has k& =6, no of factors, b =6, no
of blocks, and ¢=3, no of design variables per block. Now its complement has b'=6
blocks with ¢'=k —¢ = 6—3 =3 design variables per block given as:

3 1 1 2 1 2
5 4 2 3 3 4
6 6 5 6 4 5

When we add this design (complement of original BBD) of b'x2 =6x2° =48

points along with 2% = 64 factorial points of level a, and 2k=12 axial points, we achieve
the required third order design for six factors.

However, for k>6, there is no need to add factorial part to the original BBD. Rather,
we have to add only the combination of complementary and axial parts. For example, if
k=7, complement of the original BBD has the following blocks:
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3 1 1 1 2 1 2
5 4 2 2 3 3 4
6 6 5 3 4 4 5
7 7 7 6 7 5 6

It has b'=7 blocks with ¢'=k—¢t=7-3=4 design variables per block. Thus we
have to add b'x2" =7x2% =112 complementary design points, along with 2k=14 axial
points for obtaining the third order ABB design for seven factors.

Similar is the case with k=10 and 12 factors. For k=10, BBD has »=10, ¢t=4, and
t'=k—1t=10-4=6, thus we add 2k=20 axial points and bx 2" =10%x2° = 640 (b'=b)
complementary points for the purpose. For k=12, it has b=12, ¢=4, and
t'=k—t=12-4=38, thus we add 2k=24 axial points and bx2" =12x2% =3072 (b'=b)
complementary points, and obtain third order Augmented Box-Behnken Design for

twelve factors. It is indicated here that when we add only the axial points and
complementary points then axial points cannot take value of £1.

Sometimes this goal can be achieved by adding complement of some blocks rather
than adding a full complement of the original BBD. For example in the case of k=8
factors, BBD has b =24, and ¢ =3 with following blocks.

L3 |51 (1224|131 |3|1]|2(4(2|1]|1]|3|5|1|3]|2]|2
3151712634165 7(2(4|4|3|5](6|7|2|4]|6[4|6|5/|4
4168 |7|8[8[5]7|6]|8[5]7|8|6]|8|7|8[3|5]7]6|8[8]7

Then third order design can be generated by adding merely the complement of first
eight blocks along with 2k=16 axial points. Thus total number of complementary design

points for this design will be b'x2" =8x 2 =8x 2% =256 . Similarly in case of k=9

factors, we have to add complement of first eleven blocks along with 2k axial points.
Number of design points in the complement of eleven blocks will be

b'x2" =11x 25" =11x2°7% =704

As regards the case of k=11 factors, Box and Behnken (1960) have used one half

fraction of 2° factorial design in each block. While in the third order designs we cannot
use any fraction with the resolution less than seven. So we have to add

bx2'=11x2" =11x2* =176 points of the other one half fraction of 2° factorial design
to avoid aliasing of the factors. After adding this we add
b'x2" =11x2F" =11x2"175 =11x2° =704 points of the complement of all the blocks
along with 2k=22 axial points, and thus achieve the requisite third order design for eleven
factors.

The catalogue of Augmented Box-Behnken Third Order Designs for k=3 to 12 factors
is given in the Table 3.1.



Hafiz Muhammad Arshad and Munir Akhtar 147

3. G-OPTIMAL AUGMENTED BOX-BEHNKEN DESIGNS

G-Optimality and corresponding G-Efficiency use the Scaled Prediction Variance
v(x) = n.var[p(x)]/ 6% = nx™ (XX)"'x" , where x™ is a function of the location in
the design variables at which one predicts, XX is the information matrix, n is the
number of the design points and p(x) is the predicted response. A design is called G-
Optimal if it minimizes the maximum v(x) in the design region. The corresponding G-

Efficiency can easily be determined as G,; =100.p/ Maxv(x), where p is the number of

parameters in the model.

Consider the case of seven factors Augmented Box-Behnken Design. We have three
parts in this design, namely original Box-Behnken part, axial part, and complement part.
Only the axial part is in the variable form. Let us find the G-Efficiency for various values
of alpha, which are shown in the Figure 3.1. This Graph along with data table indicates
that the design with o =2is G-Efficient. Similarly, G-Efficiency and levels for
G-Efficient ABB designs for each factor are also shown in last two columns of Table 3.1.

Fig. 3.1 7 Factors G-Efficiencient ABB Designs
100
> 90
1)
c
o
S
= 80
ul
o
70
1.1(1.2/11.3{1.4{1.5/1.6/1.7/1.8{1.9| 2 (2.1/2.2|2.3|2.4/2.5/|2.6|2.7
Table 3.1
Augmented Box-Behnken Third Order Designs (ABBD) for k=3 to 12 factors
Number Levels for
o Original BBD Number of | G Ffficient | G-Efficiency
actors + Added Points design points ABB desi
K esign
3 Original BBD 12
(a,a,a) 8 a=0.79 99.1266
(a, 0, 0). 6 o=1.40
Total=26+n,
4 Original BBD 24
(a, a, a,a) 16 a=0.70 99.4832
((X,, 05 07 0) 8 a=1.40
Total=48+n,
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Number Levels for
f of Original BED Ntfmber 0 f G-Efficient | G-Efficiency
actors + Added Points design points ABB desi
k esign
5 Original BBD 40
(a,a, a,a a) 32 a=0.70 98.4125
(a, 0,0,0,0) 10 a=0.70
Total=82+n,
6 Original BBD 48
(a,a,a,a,a,a) 64 a=0.90 89.2795
Complement of BBD 48 o =0.38
(0,0,0,0,0,0) 12
Total=172+n,
7 Original BBD 56
(0, 0,0,0,0,0,0) 14 o=2 97.0525
Complement of BBD 112
Total=182+n,
8 Original BBD 192
(,0,0,0,0,0,0,0) 16 o =0.65 67.9396
Complement of 8 blocks of BBD 256
Total=464+n,
9 Original BBD 120
(,0,0,0,0,0,0,0,0) 18 0.1<a<3.0 |Gz 26.13
Complement of 11 blocks of BBD 704
Total=842+n,
10 Original BBD 160 0.1<a<0.98 | G~ 66
(0,0,0,0,0,0,0,0,0,0) 20
Complement of BBD 640 a=0.60 66.1809
Total=820+n,
11 Original BBD 176
Second half fraction of BBD 176 0.1<a<3.0 |Ger= 63.25
(a,0,0,0,0,0,0,0,0,0,0) 22
Complement of BBD 704
Total=1078+n,
12 Original BBD 192
(0,,0,0,0,0,0,0,0,0,0,0) 24 0.1<a0<2.40 | Geprx~ 26
Complement of BBD 3072
Total=3288+n,

4. DISCUSSION

Third order designs proposed here have some special characteristics. For example in
case of 3<k <5 factors, we have added two parts namely factorial and axial parts. If we
assume that factorial part can take only +1 and -1 values, and axial part can take values
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different from them, then augmented part becomes the Central Composite Design (CCD).
Thus armed with this property, these designs provide an opportunity to the experimenters
who use the CCD’s and also face lack of fit, in the manner that they can use them for
estimation of third order terms in addition to second order terms in the model. Similar is
the case with k=6 factors, except the complement of original BBD which has been used
in addition to factorial and axial parts. Another property of these designs comparative to
those of proposed by Das and Narasimham (1962) is the run size efficiency except in the
case of k=12 factors, although, we have to sacrifice some rotatability in return. However,
sometimes run size efficiency is more desirable for an experimenter instead of
rotatability, specially in situations where the experimental material is costly. Table 4.1
provides us evidence of run size efficiency.

Table 4.1
Number of runs required for ABB Designs and D&N Designs
Factors k 314|516 | 7] 8 9 10 | 11 12

Number ABBD 26|48 | 82 |172] 182|464 | 842 | 820 | 1078|3288
of runs | D&N Designs | 40 | 72 | 192|260 | 238|480 | 1256 | 1372 | 2228 | 3224

Still another good property of these designs is that they use less number of levels as
compared to third order designs developed by other statisticians like Das and
Narasimham (1962). The number of levels used by ABB designs and D&N designs are
compared in the Table 4.2.

Table 4.2
Number of levels of ABB designs and D&N designs
Factors k 314|516 |7(8]9]|10|11] 12

Number | ABBDesigns | 7 | 7 | 7 |7 5|5 |5 |55 5
of Levels 'D&N Designs | 11| 9 | 15|11 |5 [11[15] 9 |11] 11
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ABSTRACT

Razaq and Memon (2007) develop a powered function of non-central Weibull random
variable that produces a symmetrical distribution for practical purposes. The powered
function generates a large class of symmetrical distributions involving Weibull shape and
non-centrality parameters. This paper evaluates the coefficient of kurtosis of these
distributions. It is discovered that each member of this class of distributions has a
platykurtic behaviour.

1. INTRODUCTION

Weibull distribution has a wide range of applications in industry and other fields. It
was introduced by Weibull in 1951 under the following class of distributions

F(x)=1-exp (—oxp) x>0,with a>0, B>0
where o and [ are its scale and shape parameters.

Hirai (1978) finds the moments of the order statistics using a random sample from
Weibull distribution for B = 2. Memon and Daghel (1987) investigate the sampling
distribution of a linear combination of powered order statistics. Memon (2006) makes a
number of remarks on power transformation of Weibull order statistics.

Islam (2003) introduces a Non-Central Weibull Distribution with f and A as its shape
and non centrality parameters. Razaq and Memon (2007) investigate the characteristics of
X°¢ where X has a Non-Central Weibull distribution, and ¢>0. They determine the
relationship between ¢/B and A for which the powered random variable X follows a
symmetric distribution.

This paper studies the kurtosis behaviour of these distributions. It is discovered that
each member of this class of distributions has a platykurtic property.

2. REMARKS ON THE NON-CENTRAL WEIBULL DISTRIBUTION

The pdf of this distribution in Islam (2003) is

151



152 On a Class of Powered Non-Central Weibull Random Variables

1+r+1]
0= p 2 e M2(2) grtl 0 xP XB B
X =
rEO r! [r+1
0<x<0,0>0,>0 (2.1)

where A >0 is the non-centrality parameter. Assume that 6 = 1.

For Z = X° the pdf of Z simplifies to

B ® e M2 (7\4/2)1. e—ZB/C Z%(r+l)—l
= r! lr+1

3. KURTOSIS OF THE DISTRIBUTION OF Z

f(z)= 0<z<wo (2.2)

We give below the coefficient of kurtosis (y, =uy /ug) of Z for A =0, 0.05,..., 3;
¢/p=0.10, .20,...,2.00.

(7, Values)

C/B | A=0 | A=0.05 | A=0.1 | A=0.5 | A=1.0 | A=1.5 | A=2.0 | A=2.5 | A=3.0

0.100 | 3.57 | 3.57 3.57 | 3.58 | 3.66 | 3.79 | 3.94 | 411 | 427
0.200 | 2.88 | 2.88 2.88 | 289 | 294 | 3.01 | 3.11 | 322 | 333
0.250 | 275 | 2.75 275 | 275 | 276 | 2.80 | 2.87 | 295 | 3.03
0280 | 2.72 | 2.71 271 | 270 | 270 | 273 | 278 | 2.85 | 2.92
0285 | 271 | 2.71 271 | 270 | 2.69 | 272 | 277 | 2.83 | 2.90
0.290 | 2.71 | 2.71 271 | 269 | 2.69 | 271 | 2.76 | 2.82 | 2.88
0.295 | 271 | 2.71 271 | 271 | 271 | 271 | 275 | 2.81 | 2.87
0.300 | 2.71 | 2.71 271 | 269 | 2.68 | 270 | 274 | 2.79 | 2.86
0305 | 2.71 | 2.71 271 | 271 | 271 | 271 | 273 | 2.78 | 2.84
0310 | 271 | 2.71 271 | 2,69 | 2.67 | 269 | 272 | 2.77 | 2.83
0315 | 271 | 2.71 271 | 271 | 2791 | 271 | 272 | 276 | 2.82

We have given below the graph for the coefficient of kurtosis over a larger range of
c¢/B values for A < 3.



Abdur-Razaq and Ahmed Zogo Memon 153

10

o

L R e eI

Coefficient of Kurtosis Values
()]

NS

2

10 25 28 .30 .31 .32 .33 .34 .35 .36 .37 .38 .39 .40 1.00
c/B Values
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For A < 3, all distributions are platykurtic for values of c¢/f in the interval
{0.28 to 0.40}. For values more than 0.40 the distribution of Z has a tendency to assume
a narrower peak rapidly.

4. THE CLASS OF C* DISTRIBUTIONS

Razaq and Memon (2007) show that the distribution of Z for which ¢/ B is related
to A as

c/B = 0270 + 0.039 1 .1)

is nearly symmetrical. That is, for given B and A < 3 the random variable Z under (4.1) is
symmetrically distributed. Let C* denote a class of such symmetrical distributions
obtained from the non-central random variable X. We give below the coefficient of
kurtosis for some of these distributions.

¥2 Values for C* Distributions
A /B Y2 A /B Y2
0.01 | 0.2697572807 | 2.72 | 1.10 | 0.3124190936 | 2.69
0.05 | 0.2713228518 | 2.71 | 1.50 | 0.3280748047 | 2.70
0.10 | 0.2732798157 | 2.72 | 2.00 | 0.3476444436 | 2.70
0.20 | 0.2771937435 | 2.71 | 2.10 | 0.3515583714 | 2.72
0.30 | 0.2811076713 | 2.71 | 2.20 | 0.3554722992 | 2.68
0.40 | 0.2850215990 | 2.70 | 2.30 | 0.3593862270 | 2.70
0.50 | 0.2889355268 | 2.69 | 2.40 | 0.3633001548 | 2.70
0.60 | 0.2928494546 | 2.69 | 2.50 | 0.3672140826 | 2.71
0.70 | 0.2967633824 | 2.68 | 2.60 | 0.3711280104 | 2.72
0.80 | 0.3006773102 | 2.68 2.0 0.3750419382 | 2.71
0.90 | 0.3045912380 | 2.68 | 2.80 | 0.3789558659 | 2.72
1.00 | 0.3085051658 | 2.69 | 2.90 | 0.3828697937 | 2.72
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Remark:

It follows that all C* distributions are platykurtic with [1, falling in the range 2.68 to
2.73 , mostly clustering around 2.71.
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ABSTRACT

The paper finds factorial moments of the number of rectangles that arise when
independent binomial trials occur simultaneously at n2 adjacent locations appearing in
rows and columns. It is assumed that each trial results in some event E with the same
probability. For n = 2, 3 we determine the exact distributions. We also find the
asymptotic distribution of the number of rectangles.

1. INTRODUCTION

Single binominal trials often find their application in scientific inquiries specially
where a trial results in some specified event with a constant probability and for any
reason a researcher concentrates on the number of such events that happen randomly
when the trial is independently repeated. Suppose that we have a set of locations arranged
in m rows and n columns, and that binomial trials occur simultaneously at all these
locations. If each trial results in a specified event E with some probability, various
configurations are likely to emerge. One could possibly be concerned about the
probability of a particular configuration of these events.

Moran (1948) shows that the distribution of the number of joins in the above situation
tends to be normal for large m and n. Fuchs and David (1965) prove that the counts of
certain patterns of the events yield asymptotic correlated Poisson distribution. Memon
and David (1968) find the number of horizontal and vertical joins in an m X n lattice
approximating a Poisson distribution for large m and n. Memon (2006) proposes a
general theorem for obtaining moments of the number of configurations as a result of
binomial trials.

We investigate here the nature of distribution by using theorem Memon (1968) that
relates the factorial moments of a random variable to probabilities of particular events in
such a situation.

2. MODELLING THE RECTANGLE

Let ¢;; denote j ™ link in i row with a value:

=1 (if the event E occurs at locations j and j +1 in ith row)
= 0 Otherwise
So that @;; =¢;,;; =1 for a rectangle with the event E occurring at the locations

1L),Gj+D,0G+1,j),G+1,j+1).
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3. FACTORIAL MOMENT THEOREM MEMON AND DAVID (1968)

Memon and David theorem on factorial moments facilitate a relationship between
factorial moments and probabilities of specified events. They consider n possibly
dependent events each of whose materialization is determined by a single binomial trial.
Then the r™ factorial moment of the number of materializing events is

By =1 2 P(w)
nC,

where P(w) denotes the probability of materialization of all events in a set of size r and

the summation extends over all "C, sets of sizer.

4. FACTORIAL MOMENTS OF THE RANDOM VARIABLE X

Let X be the random variable denoting the number of rectangles. We find below

the first three factorial moments in this section. .

4.1 The First Factorial Moment

A particular rectangle forms by the model.

Pij =i =1 where 1=1,2,3,...n—-1

i=1,2,3,...n-1

For r = 1 in the above theorem the first factorial moment is given by

H{1] = 2Pk 5 Pk is the probability of particular rectangle that is,
k

=(n - 1)’p*

4.2 The Second Factorial Moment
For the second factorial moment

Hpop =2! > P (Two particular rectangles appear in n x n locations)
",

_ 6 7 8
=a, 6P Tay;p +agp

We find the terms with Probability p®, p’ and p*

The Model for Two rectangles with a common side

) Q=011 =P =Py =1

where i=1,2,3,...,n—1

1=1
i=1,2,3,...,n=-2
The number of configurations is:

n, =(n-1)n-2)
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b) 0 =0ii1; =04, =1

where 1,2,3,...,n-2
n-1

i=

i=1,2,3,...,

The number of configurations is:
n, =(n-(n-2)

Each pair occurs with probability p°

The Model for the Two rectangles with a common corner

c) Qi =0it1j =Oi+1j+1 = Piv2j+1 =1

=1,2,3,...,n-2

where i
i=1,2,3,...,n=-2

The number of configurations is:

ny =(n-2)°

d) Qi1 =011 =Pit1j-2 =Piraj_2 =1

where i=1,2,3,...,n-2
j=3,4,5,...,n

The number of configurations is:

ny =0-2)°

Each pair occurs with probability p’

The Model with Probability p®
€ Qi =011 =Pim =Piyim =1

where 1=1,2,3, ,n—1
j=1,2,3,...,n-3
m=3,4,5,...,n—-1
m-—j>2

The number of configurations is:

ng = (n-D(n ;2)(n -3)

f) Qi =0it1j =Py =O0k+1j =1

where i=1,2,3,...
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The number of configurations is:

ng = (n—=D(n ; 2)(n-3)

8 0 =i+ =Pi+1k = Pisak =1 ._H

where

The number of configurations is :

L - (1-2°(-3)

7 2
Similarly
—_— 2 —_
G 2>2<n 3)

h) 0 =01 1; =0km =Pxr1m =1

where k>i+2 m>j+1

The number of configurations is:

ng - (n—-1)(n-2)*(n-3)

2

and so the terms with Probability p°, p’ and p® are:
a6 =4n-1)(n-2)
ay ;= 4(n- 2)2
a, s =2(n-1(n-2)(n-3)+2(n-2)*(n-3) + (n—1)(n-2)*(n-3)
4.3 The Third Factorial Moments
For the third factorial moment

B3 =3! 2 P (Three particular rectangles appear in n x n locations)
n Cr

- 8 9 10 1 12
=a3gp tazop +a3 0P +a3 ;P +a3 D
We find the terms with Probability p*, p°, p'®, p''and p'* , we given below the final
results
where

ay 5 =3n* =120 —9n” + 78n —72 + 12(n—1)(n—3) + 24(n - 2)*
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a3 9 =48(n-2)(n-3)
a3 19 = 6(12n° —96n% —246n —198)
as ;; =6(2n* —16n° +34n® + 40n - 48)
a5 1, =n®—6n+40n’+ 17n% —490n + 480
4.4 A Remark on Asymptotic Factorial Moments of X

Assuming that nzp4 — A asn — oo, and p is small, it is easy to see that the first,

second, third factorial moments of X are simplified to A, A* , A’ respectively, indicating
that X is asymptotically distributed as a Poisson random variable with A as its parameter.

5. APPENDIX: Corollary due to Memon (2006)

Let B,, B,, ...,B, be the single binomial trials so that each trial results in the
event & with Probability P,, P,, ... P, . Let X denotes the number of events & that occur
when these n trials are conducted. The first four moments of the random variable X are:

E(X) = Zpi

E(X?)= Zn+%%m

E(X’)= Zﬂ+ﬁ§%+ﬁgg%k

E(X*) = Zpl + 141§qu + 361<Jz<kple +241<J<Zk<1p”kl

6. MOMENTS OF THE RANDOM VARIABLE X

Let X be the random variable denoting the number of rectangles. We find below
the first three moments.

6.1 The First Moment .
Qi =i =1
where i=1,2,3, ,n—1
i=1,2,3, -1

6.2 The Second Moment
For the second moment by the Corollary

E(X?)= Zm+22m

i<j
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To obtain it we need > p;; which involves the probability of two particular rectangles

and the final result is
E(X*)=m—1)’p* +4(n—1)(n—2)p° +4(n—2)*p’
+[20=D(=3)n—4) +2(0—2)’(1—3) + (1= 1)(n —2)*(n —3) | p°

6.3 The Third Moment

E(X)=Y p +6 3 pij+6 X piji
1

i<j i<j<k
To obtain it we need > py which involves the probability of three particular
i<j<k
rectangles. A large number of possibilities are modeled as a requirement of the Corollary
in the Appendix.. We give below the final result.

(-1)(n-2)(n-3)+({n-2)"(n-3)

EX®)=n-1)’p* +6| 20 -1)(n-2)p® +2(n -2)*p” + . (n—1)n—2)2(n—3) pt
2
2(n—-3)* +2(n—-1)(n-3)(n—4)
(2(n ~1)(n—3)+4(n —2)2)p8 +8(n—=2)(n=3)p° +| + 4(n—2)(n—3)(n—4) p'°
+6 +4(m-2)(n-3)> *2(n-2)*(n-3)

(2n4 ~16n° +34n’ +40n —48)p“ +%(n6 —6n° +40n° +71n* —490n +480)p12

6.4. A REMARK ON ASYMPTOTIC MOMENTS OF X
Assuming that n2p4 — A asn — oo, and p is small, it is easy to see that the first,

second, third moments of X are simplified to A, A+A%, A+3A* +2° respectively,
indicating that X is asymptotically distributed as a Poisson random variable with A as its
parameter.
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ABSTRACT

F.N. David and N.L. Johnson (1954) provide a method of finding moments of order
statistics when the sample size is not small. Little information is available about its
precision, application or usefulness. This paper investigates the performance of their
method for the first, second and third quartiles of random samples from uniform and
exponential distributions.

1. INTRODUCTION

The use of order statistics is often made in life testing of industrial products. The
derivation of their expected values and cumulants generally becomes tedious. F.N. David
and N.L. Johnson (1954) propose a method of finding moments of order statistics when the
sample size is large. Saw (1958) defines a general class of integrals for the moments of
normal order statistics and applies David and Johnson method in obtaining approximations
for these integrals. This paper investigates the performance of their method for the first,
second and third sample quartiles based on rectangular and exponential distributions.

1.1 David & Jhonson Moments of Order Statistics (1954)

Let X be a continuous random variable with cdf F(x). For a random sample of n
observations from this distribution we denote the order statistics by X, Xj,.....X,.
Furthermore , let X, X,, .....X, be defined by the equations

F(x,,)= % m=1,2,3,.n (1.1.1)

then the expansion of X, about x,, by inverse Taylor Series is

X, =x,+xV h(X,) +%x§§> LG R — (1.1.2)

where h(Xu) = F(Xu) — F(Xm) = F(Xa) —m / (n+1) (1.1.3)
o dOx

and xW=—_"m soi=1,2,3, ... 1.1.4

TRl (1.1.4)

David & Johnson (1954) find the expected value and cumulants of X, as given in
Appendix—A.
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2. DAVID & JOHNSON CUMULANTS OF SAMPLE QUARTILES

We use appendix-A to find the cumulants of sample quartiles based on uniform and
exponential distributions

2.1 Uniform Distribution

fix)=1 0<x<l1 (2.1.1)
=0 otherwise

To determine xg]) weuse F(x,) = x,
Here,
xW=1, x0=0; i=2,3,4,...... (2.1.2)

2.1.1 Lower Sample Quartile
Substituting (2.1.2) in equations given in appendix-A with

+1.
l:n4 apl=% and q,:% we get

E(X,) = % (2.1.1.1)
N _ 3

KX)= 16(n +2)
3 3 15 54

K(X,)= - + +...
""16n® 1603 16n*

) N AR

128 n® 128 n*

2.1.2 Sample Median
For the sample median, taking

n+1

m = 7 pm=% and q, = %Wehave

E(X,)= 3 2.1.2.1)
N

K%)= g2

K(X.)=0
4 3 18

kX ={5 g )

2.1.3 Upper Sample Quartile

u = 3(n: 1), Py :% andqu:%
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E(Xu):% (2.1.3.1)
3
K(X})=————
( u) 19(n+2)
3 15 54
K(x3)=- -
( ) [16112 16 n° " 16 n* " j
K(X:) 9 4

1284 1284
2.1.4 Exact Cumulants of Sample Quantiles:

2.1.5 Rectangular Order Statistics
The '™ moment of m™ uniform order statistic is

_ n! Im+r
m-D'ln+r+1

from where it follows  that

2 3

k(X )16(n+2)
3 15 57

K(X;)zls W 164 164
9 108

K(xt)= 12825 128n*

EX,) =3
1

K(X'f’)_4(n+2)

K(x7)=0

X4) 9 108



164 Some Remarks On David & Johnson Method......

Remarks :

David & Johnson method provides exact results for expected value and variance of all
quartiles for each sample size. However the third and fourth cumulants separately have
the same terms upto the order 1/n’. For large n these cumulants are nearly equal.

2.2 Exponential Distribution

X

f(x):%eB 0<x<ow, B>0 (2.2.1)
X
To find x,, and its derivatives from F(x,) =1 - e B we have
X, =[-Bin(1-F)] (2.2.2)
and its derivatives
; —1)!
(i) (i-1) B P =123, (2.2.3)
(1-F)
2.2.1 Lower Sample Quartile
Substituting (2.2.3) in equations of appendix-A with ] - 2 1;
b= and =¥
we get
E(X) = BlIn(4 1 25 8 (2.2.1.1)
(X)) B{ n(é) T2 108+ 2 | 27+ 2

olx?)og?| ! 13 217
( ’) p {3(}1+2)+18(n+2)2+l62(n+2)3
clxd) g |7 79

( ! ) P {9(n+2)2+27(n+2)3

Kx;) =P {L}

27(n +2)°

2.2.3 Sample Median
n+1
= =1 -1
m 2 5 pm A and qm - A

E(Xm)=[3[1n2+ + + ] (2.2.3.1)
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ol - 1 5 31
( ’") b | (n+2) " 2(n+2)* ’ 6(n+2)*

| 3 13
K(X’”)_B | (n+2)° ! (n+2)3}

Kt

2.2.4 Upper Sample Quartile
_3n+1
(n ) p, = =3 and q,= Y

3 11 4
E(Xu)—[{h’l4+ TR (n+2)3} (2.2.4.1)

S 21 57
K(x7)=p {(mz) e 2(n+2)3}

SUPHINT 93
K(X“)_B [(n+z)2 ! (n+2)3}
2 a| 126
K(Xu)—ﬁ Ln”f}

2.2.5 Exact Cumulants of Sample Quantiles (Exponential)
From the r'™ moment

B Tzu)”[ 11] 1

(m- 1)' (” m)! (n—m+i)™
of m™ exponential order statistic we can obtain the cumulants of quartiles by replacing m
+ + +
by [ = n41,m: n21 anduzw.
Remark :

Since the rth moment of a quartile by both methods has the same term ', the ratio of
cumulants becomes independent of the exponential parameter . The performance of
David & Johnson relative to the exact method can therefore be evaluated without
reference to P.

3. NUMERICAL STUDY
In this section we compare David & Johnson method with the exact method with
respect to each quartile using the sample sizen=3,7, 11, 15,19,23.
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Lower Sample Quartile
We have computed the cumulants by both methods in the following table. The ratio of
cumulant by David / Exact cumulant is also given.

Ratios
EX) | KX}) | KX}) | K&X})
3 0.99794 | 0.95644 | 0.73606 0.29607
7 0.99981 | 0.99180 | 0.90258 0.52735
11 0.99996 | 0.99719 | 0.94880 0.65104
15 0.99999 | 0.99873 | 0.97050 0.72727
19 0.99999 | 0.99932 | 0.98113 0.76923
23 1.00000 | 0.99959 | 0.98621 0.81818

n

3.1 Sample Median

Ratios
EX,) | KX;) | KX}) | KX,
3 0.99738 | 0.94522 | 0.69121 0.24940
7 0.99975 | 0.98918 | 0.88017 0.47797
11 0.99995 | 0.99629 | 0.93780 0.60551
15 0.99999 | 0.99840 | 0.96233 0.68510
19 1.00000 | 0.99907 | 0.97506 0.73659
23 1.00000 | 0.99932 | 0.98084 0.77586

3.2 Upper Sample Quartile

Ratios
EX) | KX | KX) | KX;)
3 0.99725 | 0.91690 | 0.57830 0.15630
7 0.99971 | 0.98097 | 0.80940 0.35328
11 0.99993 | 0.99299 | 0.89438 0.48755
15 0.99997 | 0.99667 | 0.93345 0.57861
19 0.99999 | 0.99818 | 0.95451 0.64319
23 0.99999 | 0.99885 | 0.96675 0.69066

3.2 Graphical Presentation

To understand the behaviour of cumulant ratios we have a graph in the following
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Cumulant Ratios for Sample Quartiles (n = 15)

Value

a
.6
a2
5 . , Q3
E(X,) K(X,) K(X;) K(X,)
Fourth Cumulant Ratios for Sample Quartiles against n
1.0
81
61
(]
=2
®©
>
4
) Q1
Q2
0.0 Q3

300 700 1100 1500 1900 2300 27.00 31.00

Sample Size n

Remark

David & Johnson method provides nearly the exact expressions for the first two
cumulants of all sample quartiles and for all n, but as n increases the difference between
the two expressions decreases. However, the accuracy of this method deteriorates for the
higher cumulants. In particular, for higher sample quartiles its performance further
declines.
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APPENDIX-A

f— pmqm (2) pmqm l _ X(3) l )
E(Xm) Xm 2( + 2) Xm +(n + 2)2 |:3(qm pm) m +8(pmqm)xm :|

1
pmqm _§(qm - pm)xg)—’_z{(qm - pm )2 _pmqm}x,(:) +

4 LFmHm
3
(n * 2) = pmqm (qm pm) XS) +%p12nqlzn th)

and the second, third and fourth cumulants are
—_ pmqm (l} pmqm (1) (2} 1) (3} 1 (2} 2
KO = B+ oo 20, pu) P2 2+ 2 |
- 2(Ga- Pu) X 28 +{(Gum Pa) Pt 230 5+ 22

1 5 2
Pl (G Po) 3 X 4958 x4 PG (028 20 S|

pmqlﬂ
(n +2)

KX =y | 2000- Pa) (<) +3pag (<) x|

gy |~ 2@ P (x0) +9{(Q= P)* ~Pol} (<) x& 43P0 (A~ Po)
"2y ( (x f,l)) xQ+4 xg>(x(2>)2j+pmqm( (x fn”) <4>+6x§nl>xg>xg>+(xf;)3J
(

4

Pul 6{(qm- pPn)’ —pmqm} X “) +24 ,9.(9,.- pm)( g)f x@

K(Xm) :m—zy +4p,2ann((xirl.)) (3)+3(x 1)) ( g)) j

4. REFERENCES

1. David, F.N. and Johnson, N.L. (1954). Statistical treatment of censored data, part 1.
fundamental formulae. Biometrika. 41, 228-240.

2. Hogg, R.V. and Craig, A.T. (1978). Introduction to Mathematical Statistics.
Macmillan Publishing Company, Inc. New York.



Proc. 4™ International Statistical Conference
May 9-11, 2008, Vol. 16, 169-177

ROLE OF SMS / MOBILE MARKETING AND ITS GAINSAYS -
A NEW HORIZON FOR MICRO MARKETING.

Muhammad Mazhar Manzoor
Department of Business Administration, Federal Urdu University of Arts
Sciences and Technology, Gulshan-e-Igbal Campus, Karachi-75300
Email: mmazher@gmail.com

ABSTRACT

In general, there are four level of marketing segment such as mass marketing,
segment marketing, niche and micro marketing. SMS marketing may equally fall by
characteristics in niche and micro marketing but ideally it suited to the term micro
marketing. As the mobile phone is becoming the ultimate personal communication device
for users, SMS / Mobile Marketing can provide the opportunity for truly one to one
interaction and relationship building with customers and the innovative use of SMS
marketing can deliver real benefits to these companies. According to a survey conducted
by a mobile marketing provider, approximately 89% of major brands are planning to
market their products through text and multimedia mobile messaging by 2008. One-third
is planning to spend about 10% of marketing budgets through mobile marketing. Also,
in about 5 years over half of brands are expected to spend between 5% and 25% of their
total marketing budget on their mobile marketing. Already, 40% of the firms that
responded have implemented this feature for their audiences. Proponents say that if
you're marketing entertainment or want to reach young people, SMS is the only way to
stand out from the crowd.

In this study focus on customer behavior specifically either right messaging criteria
helping them out in selection of relevant good or services or annoying them i.e. ‘Prompt
Customer response’. This study based on survey, conducted to most audience of today’s
mobile users such as youth and businesses. Meanwhile further scope of this study is to
analyze those surveys, if possible establish proper correlation among different variables
such as mode, taste and reaction upon receiving such SMS and Mobile marketing.
Furthermore It highlight some legal and ethical issues of mobile marketing as well.

KEY WORDS

Marketing management, cellular companies and operators, market segmentation,
niche marketing, micro marketing, sms marketing, consumer behavior, target marketing

INTRODUCTION

SMS is now firmly established as serious marketing weapon that a firm can benefit.
The underlying idea behind mobile messaging is to empower users to communicate in an
asynchronous manner, where messages are stored in the network and delivered to the
recipient as soon as the recipient’s mobile phone can receive it. SMS (Short Messaging
Service) has grown to be the single most frequently used mobile data service. This
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service is also referred to as “text messaging” or “texting”. SMS is a communication
medium which enable mobile user to send and receive a message in a text form up to 160
characters and across virtually any operator network, since all mobile phones are shipped
with this feature now a days which ultimately create a large addressable market for
SMS — based mobile marketing.

For effective and efficient micro and niche level marketing, we can consider an new
communication weapon by which a marketers can grab appropriate mass ‘s attention
towards its marketing campaign if planned properly in effectuate way. Due to intense
competition among service provider and a tight regulatory policy by PTA ( Pakistan
telecommunication Authority ) average revenue per user (ARPU) also falls but as from
revenue function we know that :

TR =2 PQ (@)

Total revenue may also depends on number of quantity being sold. In the light of
above mention fact, facet to SMS marketing is definitely consider as new skyline for
micro and niche marketing.

Table 1: Purpose of Using SMS by Respondents

Purpose of SMS Voage of
respondents

people send business text messages from their mobile phone on a daily 65%
basis
people receive business text messages from a member of their team/

50%
department/office
people receive business text messages from a colleague 47%
receive business text messages from a customer or client 36%
people use business texts for setting 'reminders of meetings and 71%
appointments'
people used business texts for 'notifying people about new meetings 18%
and appointments'
people use business text for 'chasing up suppliers or new orders' 14%
receive text messages from a customer or client 36%
people receive text messages from suppliers 11%

Source: e-marketers -2008

Scope

e This research aimed to identify that SMS marketing is getting rigorous popularity
as a new domain for micro marketing.
Investigate that how SMS marketing my influential in personal life of respondents
Also limning the reaction upon getting such marketing messages
Enumerates the responses of respondent upon receiving such marketing message
Investigate how decision making process of an individual for purchase and sale of
stuff, influenced by these SMS.
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LITERATURE REVIEW

A survey by PTA revealed that two to three million peoples subscribe to the cellular
network every month and people's relationship to the mobile phone is consistent with
their general consumption styles. Ewan (2008) compile a comprehensive data for UK,
accordingly 45 million mobile phones are in UK which aggressively using the text
message services i.e. 1.5 billion text every month are sent. For this, contribution of
peoples aged between 35-60 also 72% which shows its not only popular among youth,
although mature peoples are also an integrating part of this emerging market of
communication.Sally Robertson (2007) draws the attention towards SMS marketing’s
cost effectiveness and responsiveness, i.e. Mobile marketing is extremely responsive-5
times more than direct mail and approximately 80% cheaper than direct mail, further
more it is iinnovative, interactive and measurable. Debbie, Ellis (2006) reached the
conclusion from their survey that 38% of respondents liked to receive SMS
advertisements, while 20.7% were indifferent to receiving these advertisements

Wilska (2003) draws the connection between consumption patterns and mobile phone
use. The data stems from a survey of Finnish young people aged 16-20 indicating that an
"addictive" use of the phone was related to "trendy" and "impulsive" consumption style
usually prevalent among females. The necessity and mandatory requirement of cellular
phones and SMS marketing have been recognized in a number of current researches.
Their importance can be judged from the reality that they are no longer credentialed as
bare technological objects but have acquired the status of social objects. Barraclough,
Chris (2004) concluded the interesting benefits of SMS marketing such as it has 100%
penetration, SMS targets end-customers in a very focused way via their mobile phone, It
gives a higher recall and readership rate compared to the Internet or print ads, It compels
the consumer to take action in order to enjoy a promotion, thus increasing the success
rates of advertisers, advertising of products and services, advertising campaign and
downloads of digital products can be offered to mobile phone users (consumers) via SMS
at anytime and anywhere without need for an Internet connection, It lowers the barrier to
enter for advertisers: any small business, around the corner restaurant can afford it.
Furthermore, it is compatible with WAP and 3G mobile technology and it is already
available and proven also advertising campaigns can be executed regionally or globally
and it also offers a possibility of a real time assessment of results.

The progressive and dynamic growth and expansion of the global mobile phone
market have made cell phones another weapon of marketing communication channel.
Sending discount coupons through mobile phone text messages or short message service
(m-coupons) has become the latest sales promotion trend for companies. Analysis of
qualitative interviews with 30 students revealed that text messaging is the dominant mode
of electronic communication amongst students and plays a central role in maintaining
their social networks. The text message dialogue amongst students provides emotional
and social peer support and facilitates an informal system of interdependent learning in
relation to navigating unfamiliar academic and administrative systems.

O’doherty, Rao (2007), provide a unique examination of the link between perceptions
of mobile content and the perceived role of the mobile phone in routine life in Australia.
The mobile phone is seen as an inferior channel for entertainment and information as
compared to television, magazines and the internet. It is primarily seen as a
communication tool so the need of the time to develop successful revenue and profit
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models in order to get around this quandary. Massoud, Gupta (2004) predict that
m-commerce applications will contribute significant revenue which calls for a need to
develop productive strategy in order to harness the potential.

SMS provides a medium for direct marketing. Direct marketing is described as "using
a database to communicate (and sometimes distribute) directly to customers so as to
attract a direct response” and database marketing is "using a database to hold and analyse
customer information" (Tapp, 1998). Tapp (1998) points out that there is considerable
overlap between database marketing and direct marketing.

Meaningful accumulated target market information can be used to produce a more
meaningful product, thereby providing a greater incentive to buy. Thus the ability to
effectively communicate a meaningful product to the target market will in turn allow for
a differential competitive advantage to be established, as a product that better satisfies a
need while also offering superior value will be purchased in preference to any substitute
(Tapp, 1998:19). South African SMS solutions provider, Clickatell (2003), states that
media used by marketers are usually rated on their reach, cost and effectiveness. The
selected form of media to choose is therefore one that is rated highest in terms of the
above criteria whilst also being appropriate to the target market. Clickatell (2003) and
Sewsunker (2004) infer that SMS marketing is the only direct marketing technique that
offers high reach, low cost and high retention. They also point out that 18-24 year olds
are the most receptive age group to SMS marketing.

METHODOLOGY

This basal research study used a structured questionnaire as the instrument for data
collection. It was designed to educe information on demographic and psychological
aspects such as behavior, taste, trends, adoptability of the respondents. The demographic
aspect included age, gender, and education level and field of study. The psychographic
variable included attitude towards adaptability of SMS marketing, tolerance behavior
influence, ethical and legal issues.

The sample comprised of 805 male/female professional from diverse fields, business
& industrialist, university students and peoples from various social and ecological
domains, age range 13 to 60 plus years, engaging in different professions and field of
studies / specialization. The 805 respondents were selected on the basis of goal-directed
sampling. Out of the total number of questionnaires, 28 were dropped from the analysis
on counts of incomplete/ fake / selecting all dimension or choices data entry at the
respondents end. Therefore the analysis presents data of 777 respondents, i.e. n~=777. For
the purpose of survey two main cities of Pakistan being selected i.e. Karachi and
Islamabad. In addition to the primary research, secondary data was collected from articles
published in latest academic journals, industry and governmental survey and reports.

DATA ANALYSIS AND DISCUSSION

1. SMS Usage Ratio

Among all respondent surveyed, a significant number of majority reported a bulky
usage of SMS services as they considered it as mandatory function to perform. SMS
usage ratio may be calculated by dividing the expense on SMS to total amount of balance
available. A graphic depiction shows the percentage of amount respondents spending on
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SMS out of their total balance. 67% of total respondents are spending 20 — 60 % of their
total mobile balance on SMS sending. Most of them are using telenor and Ufone, i.e. 59%.

Table 2: Purpose of sending/ receiving SMS

Educational 12.35%
Entertainment 21.75%
Informational 22.91%
Others 16.2%
Multi Purpose 24.58%
Not answer 2.18%

Respondents also described the number of sending and receiving messages per day
which is delineation as:

Approximate Sending and Receiving SMS per Day

600
500
400+
300
200+
100+

04

Number of
Peoples

(D Series1

160-more No-Answer

Less than -50

[ seriest 578 | n | s | s | s |
Number of SMS Per Day

Fig. | : sending and receiving SMS per day

2. Knowledge and responses about SMS marketing

Respondents were asked to rank their response upon receiving marketing messages
via SMS, among 777 peoples, 42% took it as good activity while 26.89 % took it more
than good activity rather its creative and innovative one which help them in purchasing a
right good or service at an appropriate cost, they think it saved them wandering all around
for a good or service which is time effective. Thereof, 9.6% of respondent took it as bad
activity which is problem some for them while rest of 16.6% thought its annoying
activity which disturbed them while they are at work or office or home.

Table 3: Disturbance Due to SMS Marketing

Yes 18.15 %
NO 39.12 %
Often 9.13 %
Sometime 30.2 %
No Answer 335%

75 % respondents acknowledged that SMS marketing is a avid source of information
building process, due to lack of time they weren’t able to watch and review other
communication medium and channels, so this become blessing for them to be in touch
with latest updating regarding product and services. Among 777 respondents, 90% were
interested to opt this new way of marketing, i.e. SMS marketing, interesting result in this
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connection is that remaining 10% did not answer this question though we may interpret
them as may be or may be not category, so there is equal probability for deviation of
these person towards receiving marketing SMS as well. We can infer this as more than 95
% are interested to receive marketing messages, this render the fastest penetration of
SMS marketing in marketing world.

3. Ethical and Legal obligations

Due to repetitive and vague information transmission via SMS marketing, as it is
remain unscheduled, unplanned and with out monitoring tool, most of the time it become
panic for user to get rid of such marketing messages.

Stress faced due to SMS Marketing
No-Answer
Sometimes
Often
-D Series1
No P
\ \ \ \ \
Yes ‘ ‘ ‘ ‘ ‘ P
0 5 10 15 20 25 30 35
In Percentage

Fig 2: Stress faced due to SMS marketing

A fairly large number of respondents (86.6 %) admitted that they never complained
against these stress producing messages. Another interesting result came when rest of
respondents who launch their complain against these headache messages, told that mostly
they never follow up for these complain (approximately 96 % ) while among rest, 2.7 %
said that there were no action taken by authorities for these complains. Similarly, mostly
evaluate SMS marketing as legal way to advertise (70 %). 63 % of respondents were
emphasized on law requirement on controlling and regulating these marketing SMS as
already done in UK and USA. survey also showed that 25.6 % of respondents knows
about legal frame work for communicating through SMS but surprisingly non of
respondents were able to explain any dimension of existing laws relating to this issue.

4. Influencer of decision making process.

Now a days, in competitive age, time — constraint is getting significant importance, as
a tool of marketing and communication, SMS marketing playing a vital role in decision
making process i.e. it is helpful in both type of decisions like rational as well as intuitive
too. Survey analysis reveals that a fairly large number of respondents (26 % approx.)
influenced by these marketing message and it produce great impact on their decision
making for purchasing, hiring or buying activity. It may be benchmark for upcoming
days because this type of marketing is emerging with innovative ideas now a days, so far
in future it may propel it self with more positive attitude. 38 % of respondents made
purchased good or services while they come to know regarding that stuff via marketing
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messages. 59 % admitted that these type of SMS enhance their knowledge about the
reliability, cost, usage etc.

5. Ethical and legal responsibilities of the Marketer

User must accept responsibility for the consequences of their activities and make
effort to ensure that its usage, recommendations and action function to identify, serve and
satisfy all customers, organizations and society. Some set of rules which is universally
govern and understood able for legal and ethical responsibilities as mentioned as follows:

Not knowingly to do harm

The adherence to all applicable laws and regulations

The active support practice and promotion of the code of ethics

Products and services offered are safe and fit for their intended uses
Communications about offered products and services are not deceptive through
SMS

All users intend to discharge their obligation in good faith

Appropriate internal service providers checks should be adjusted and or redress of
grievances concerning

Disclosure of all substantial risks associated with the wrong use of product or
service usage

Identify repercussion of misuse of services

Avoidance of false misleading advertising through SMS

Rejection of high-pressure manipulations or misleading sales tactics
Avoidance of sales promotions that use deception or manipulation

Not manipulating the availability of a service for purpose of exploitation

Not using coercion in the marketing channel

Not exerting undue influences over customer

Prohibiting selling or fundraising under the guise of conducting research

6. Intention of receiving marketing SMS
Almost 71 % of respondents were willing or having intentions towards receiving
these marketing messages.

Intention to receive marketing messages

8%

O Less than 1
45% B 2 Messages
0O 3 Messages
04 Messages
m Don't Care
@ No-Answer

18%

Fig. 3 : Intention to receive marketing messages

During survey it is also revealed that 49 % of respondents read the whole message.
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Table 4: Extent of Message Reading

Not at all 9%
Read about quarter of message than delete 22.5%
Read half of message found unrelated than delete 11.7%
Read about three quarter of message 32%
Read the whole message 49.03 %
No answer 4.5 %

The result depict 47.1 % respondents read such message as whole as soon they
received it.

CONCLUSION

SMS Advertising is an advertising and marketing tool which is a blend of electronic
and mobile commerce methods which capitalize on the global reach of the Internet and
the exponential growth of the mobile phone market. SMS advertising is a possibility to
target consumer in a much focused way and is the shortest path to reach those peoples.
SMS advertising is direct permission marketing that dramatically increases response rate.
New concepts, based on SMS, can also be linked with other advertising media —
SMS & Internet, SMS & TV, SMS & Email. “The advantages of mobile marketing are
manifold - it's an intensely personalized medium, it attracts immediate response, it brings
interactivity to new levels, and it tracks response by the hour for any marketing
campaign,” according to Rajiv Hiranandani, CEO, Mobile2Win. Key challenges to
address in wireless marketing include avoiding the mobile spam demon, creating
compelling mobile content, and devising complementary channels for effective
marketing. For instance, an interesting trend to watch for marketers is the growth of
“mobisodes” or mobile episodes of radio and TV content. Cautionary steps have to be
taken against abuse of SMS marketing or “over marketing,” however.

The premise of this paper was to study how SMS marketing is effectuate on our
peoples, what are the challenges which is being faced by this novel tool of advertising
and marketing. What is the acceptance ratio of such messages among common peoples.
The results and data analysis of this study might be helpful and will provide a futuristic
guide line based on reality that how they may promote different brands and products
effectively in an efficient manner so that adaptation of this tool become easy for
customer. Meanwhile, while making most of this tool, care should be taken in setting up
ethical and legal lines for this marketing in context of environment in Pakistan.
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ABSTRACT

This paper presents a statistical study regarding the influence of using of cell phones
on the studies of students. The data taken was a primary data and the responses collected
were by means of a questionnaire. The responses were both qualitative and quantitative.
The focus group of this study was youth and the target group as college students. The
data was collected in December 2005 and January 2006, consists of 937 responses,
representing a 100 percent response rate. The data was collected from the four top most
colleges of Lahore. The names of the colleges are Kinnaird College, Forman Christian
College, Lahore College for Women University and the Government College University.
The nature of this research is extendable. The tests that were applied are, Paired sample
T-test, Differences between two Proportions and Chi-square-test to test the relationship
and association among the variables. The paper ends up with the no. of recommendations
for the governmental authorities dealing with the implementation of common laws/ rules
for colleges/universities, administration of the colleges/ universities, handset-makers and
cell phone connection companies, and for the parents as well.

1. INTRODUCTION

Dr. Martin Cooper is considered the inventor of the first modern portable handset. He
made the first call on a portable cell phone in April 1973. And To have a rough idea of
how rapidly the use cell-phone has grown, the first commercial cell phone service was
started by NTT in Japan on December 3, 1979. The commercial AMPS (Advanced
Mobile Phone Service) began in the U.S.A in 1983. In Pakistan, the commencement of
cell phones was with the AMPS technology which was introduced by Paktel, the cellular
company. This technology does not need any sim card, as the function is implanted
within the Cell Phone Set. Then later Mobilink, another cellular company was the first
company to bring GSM technology in Pakistan. There are different cell phone
connections and cell phone sets’ companies working in Pakistan. The major connection
companies in Pakistan are Paktel (now called as CM, Pak), Mobilink, Ufone, Telenor,
Warid and Instaphone. And the cell phones sets’ giants are, Nokia, Sony Ericsson,
Motorola, Samsung, LG and Siemens. This study was undertaken to check whether there
are any effects of using cell phones on the studies of students specifically on their grades
and the time they are giving to their studies. The scope of this study is for the students,
both male and female. For this research work Lahore’s four top-most (with respect to
study standards and merits), degree-awarding colleges were selected. The four colleges
are: Kinnaird College for Women, Lahore College University, Forman Christian College
and Government College University. The colleges selected were degree awarding
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colleges and are the top most colleges of Lahore and the data was collected from the five
percent of the population of these college students by means of a questionnaire.

2. LITERATURE REVIEW

Mizuko Ito and Okabe Daisuke (2000) did a research on mobile phones, Japanese
youth, and the re-placement of social contact. Leysia Palen, Mailyn Salzman and Ed
Youngs (2000) did a research on Going Wireless: Behavior & Practice of New Mobile
Phone Users. Dariusz Leszczynski, Sakari Joenvaara, Jukka Reivinen, and Reetta Kuokka
(2002) conducted a research on non-thermal of the hsp27p38MAPK stress pathway by
mobile phone radiation in human endothelial cells: molecular mechanism for cancer- and
blood-brain barrier-related effects. Dariusz Leszczynski (2002) researched on Effect of
GSM Mobile Phone Radiation on Blood-Brain Barrier. Leif G. Salford, Arne E. Brun,
Jacob L. Eberhardt, Lars Malmgren, and Bertil R. R. Persson (2003) conducted study on
Nerve Cell Damage in Mammalian Brain after Exposure to Microwaves from GSM Mobile
Phones. Kumiko Aoki and Edward J. Downes (2003) research with a title: Analysis of
Young People's use of and toward Cell Phones. The Chartered Society of Physiotherapists
(2005) warned the increase Attitudes in text messaging, especially popular with today’s
youngsters, may contribute to a rise in repetitive strain injury (RSI) in young thumbs. A
research team of Kappa Omicron Nu Honor Society undergraduate and graduate students
under the direction of Peggy S. Meszaros (2005) did a research on cell phone usage among
college students. Another study was conducted by Lennart Hardell, Micheal Carlberg,
Fredrick SOderqvist, Kjell Hansson, L Lloyd Morgan (2006) on long-term use of cellular
phones and brain tumours: increased risk associated with use for >10 years.

3. OBJECTIVES OF THE STUDY
The objectives of the study are:

1. To check that how many of the students are actually using cell phones in colleges.

2. To compare the grades of the cell phone user students before and after using cell
phones to test difference between two.

3. To compare the grades of the students working part-time, before using cell phone
with that of the grades after using cell phone working part-time.

4. To compare the time spent by students on cell phones and the time they spent on
studies.

5. To check the association of students who are having more than one cell phone
with the time they are giving to their studies.

6. To check that the association of students having more than one cell phone with
their grades which they have obtained after using cell phones.

7. To check the relationship of students having simple/ camera/ both the cell phones
with the grades they are obtaining after using cell phones.

8. To test the relationship of students having a costly handset worth Rs. 10,000 and
more than Rs. 10,000 with that of the time they are giving to their studies.

9. To test the relationship of students having a costly handset of worth Rs. 10,000
and more than Rs. 10,000 with that of the grades they are getting on using cell
phones.
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10. To check the association between the students who are having more than one cell
phone connection with that of grades they are getting after using cell phones.

11. To check the association between the students who receive calls during the class
with that of their sitting at the back in their lessons.

12. To check the association between the students who receive calls during their
lessons call with that of the grades of the students that they are getting after using
cell phones.

13. To check the association between the students who are spending credit of more
than an amount of Rs.500 and their securing of grade less than or equal to 70%.

4. METHODOLOGY

Five percent of the population of these colleges was selected to run the tests on and to
get the results in return. A total of nine hundred and thirty-seven questionnaires were
filled out by those five percent students of the above mentioned colleges and universities.
A questionnaire had three sections and for this research, only first two sections of the
questionnaire were used. The first section of the questionnaire was meant for the cell
phone users which had two portions. The first portion was the information regarding the
handset and the second portion was the information regarding the connection. The second
section was to determine whether the studies and grades of the students, were being
affected by the excess use of cell phones or not. Options were provided against each of
the question keeping in view the student’s convenience and their precious time. SPSS,
Minitab and Microsoft Excel were the computer softwares used in this research for the
computations. And the tests applied for the analysis were Chi Square test to check the
association between certain variables, Paired Sample T-test and the Differences between
two Proportions.

5. DATA ANALYSIS AND RESULTS

The total no. of students who are using cell phones in the sample are seven hundred
and fifty seven students (757) which makes their percentage as 80.79%. On comparing
the pairs of grades which were taken before using and after using cell phones computed
with the help of test Paired Sample T-test, there was no difference found. But after
viewing the bar chart of the students giving grades before and after using cell phones,
there was a difference observed in the number of students who secured above 80%. The
number of the students securing above 80% marks decreased after using the cell phones.
So to test it statistically, Difference between two Proportions was used by taking the
proportion of grades of the students before and using cell phones. The test was applied
using a computer program, Minitab which revealed p-value as 0.008, showing a strong
significance that there got a difference in number of students securing above 80% after
using cell, which left an interpretation that the number of students securing above 80%
did decrease after using cell phones. After having the significant result, other differences
between proportions were also checked college-wise by using the same test, Difference
between two Proportions. First test was run on Kinnaird College, which revealed p-value
as 0.140 which showed no statistical difference. On applying the test on FC College, p-
value was turned to be 0.500 which also showed no statistical difference. After that,
difference between two proportions was applied to Lahore College University that gave
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p-value equals to 0.054 which also showed no statistical difference. Lastly the same test
was applied to the GC University, which gave p-value as 0.000 signally the strong
significant difference and also indicating about the reason for the overall change as well.
So, for GC University, after testing statistically, it was revealed that there got a difference
in the number of students securing above 80% after using cell phones.

The other hypothesis was to check whether there is any difference in the grades of
students doing part time work, keeping in mind that earning could be the factor on using
cell phone more than an average cell phone-user student. Because the students earning
besides their studies could spend money on their cell phones more than the students who
are not earning plus they can also afford latest mobiles phone sets which could lead to
more interest towards this amazing gadget and hence their grades could be affected. But
on testing the hypothesis by applying Chi Square test, the results revealed no association
at all.

Another postulate tested to check that if there is any difference among the time spent
on studies and the time spent on cell phones by the students. Chi-Square test was applied.
On testing, it revealed that the students who spend more time using cell phones has no
association with giving more time to their studies. Another comparison was run to check
if there is any relationship between the students who are using more than one cell phone
with that of the time they are giving to their studies. In this comparison, it was observed
that there were fifty-one (51) students were found using more than one cell phone out of
seven hundred and fifty-seven (757) students who were cell phone users. Chi-square test
was applied to test the relationship. On application of the test, it showed a strong
relationship between the two. So, it revealed that the students who are owner of / are
using more than one cell phone has got a strong association with that of the time that they
giving to their studies. The next relationship that was investigated based on the previous
one. It was to check the relationship among the students who are using more than one cell
phone with that of the grades they are getting after using cell phones because the previous
results have proved a strong association with the time they are giving to their studies.
Again Chi-Square test was applied to test the independence. Which again showed a
relationship between the two factors and it supported the previous test as well which was
done with the time that the students gave to their studies. So the students who are owner
of/ using more than one mobile phone is associated with the grades they are getting after
using Cell Phones.

The relationship of the students using Camera Cell Phones or both (Simple and
Camera Cell Phones) was also compared with the time students giving time to their
studies as well as with the grades they are getting after using mobile phones. To sort out
both the relationships Chi-Square test was used. For the first hypothesis which was to
check in respect to the time of the students that they are giving to their studies, showed no
association with the usage of camera mobile phone. On the contrary, the second test in
respect to the grades that students are getting after using the cell phones, showed a strong
association with their usage of camera mobile phone.

Other relationships were also been tested to check whether the price of the cell phones
matter against the time given to the studies by the students as well as against the grades
got by the students after using cell phones. So, the price of the cell phones was divided in



Sonia Anjum and Nikhat Khan 183

such a way that illustrates the modernism and advance features of the cell phones in use.
The price that played as a separator-price role was Rs. 10, 000. To test the first part, two
categories were made in such a respect showing one as of worth below Rs. 10, 000 and
the other was of worth Rs. 10, 000 and more against the four time categories which
students used to give to their studies. And to test the second part, the two price categories
were tested against the four-grade’s categories. For the both the test again Chi-Square test
was used. So the first result showed no relationship among the costly mobile phone of
worth Rs. 10, 000 or more with that of the time, students give to their studies. But on the
contrary, the second result revealed a strong association detected between the students
who are owner of/ are using costly mobile phones of worth Rs. 10, 000 or more with that
of the grades they are getting after using cell phones.

Another analysis was done to check the association between the students using more
than one cell phone connections with that of the grades they are getting after using cell
phones. Chi-square test was used for that. There was again a strong association found,
showing relationship between the students having more than one cell phone connection
and the grades they are having after using cell phones.

An association between the students who receive calls during their lessons with that
of the grades they were having after using cell phones was also tested by using of Chi-
square test. A strong association was observed between the students who receive calls
during their lessons and the grades they are having after using cell phones, could be an
alarm to their studies and a source of distraction for other students as well.

A relationship between the students receiving calls during their lessons with that of
the grades they are having was also tested by using Chi-square test. The results revealed
that no relationship of students receiving calls during their lessons with that of the grades
they are getting after using cell phones. Another association was also checked between
the average credit-usage of an amount more than Rs.500 by the students with that of the
grades they are securing less than or equal to 70%. The results revealed an association
between the students spending an average amount more than Rs.500 with that of the
grades they are getting after using cell phones.

6. CONCLUSIONS AND RECOMMENDATIONS

Under the light of the study conducted, following recommendations are for the
governmental authorities dealing with the implementation of common laws/ rules for
colleges/universities, administration of the colleges/ universities, for the handset-makers,
for the cell phone connection companies, and the parents to make note of and authorities
of the colleges and universities can implement these points to get good results

e having more than one cell phone affects the time that the students are giving to
their studies and moreover the grades are also being affected. On restriction of
more than one cell phone would make the students to give proper time to their
studies because having one cell phone can meet the student’s basic
communication need if there is any and eventually the good grades in studies

e having a camera cell phone affects the grades of the students, so it would be
therefore suggested to curb camera cell phones in the study campus
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e having cell phone of worth more than Rs.10,000 or more, with advance and
contemporary features affects the grades of the students due to the distraction.
Handset companies should provide the students with a proper guide booklet that
they may purchase their mobile phones within the mentioned limit with a proper
permit. Permission from the parents/ colleges/ universities could be requested
from students to prevent the bad use/ criminology

e to avoid distraction during the lessons, cell phones should be restricted in the class
rooms or if allowed then the cell phones should be on switched-off mode

e having more than one connection, with different services affects the grades of the
students because of the distraction. Hence, there should be a proper channel by
which cell phone connection companies should sell their connections keeping in
view the record of the precious connection of the student if there is any or there
should be a proper guide booklet that may help the students to choose a single
connection for themselves. Permission from the parents/ colleges/ universities
could be requested from students to prevent the bad use/ criminology

e parents should make sure that the students should not be using balance of more
than Rs.500/month (exceptions are always there on negative and positive sides) as
it could be an alarm towards the grades of the students.
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ABSTRACT

Exponential distribution, because of its memory-less property, is used for the life-
testing of the products that do not age with time. In this paper, Bayesian analysis is made
of the two component mixture of the Exponential distribution assuming the
uninformative and informative priors. The possible uninformative priors include Uniform
and Jeffreys priors and informative include Inverted Chi-square and Inverted Gamma
priors. The motivation is to explore the most appropriate prior for the mixture of
Exponential, between uninformative and informative priors. A mixture data is simulated
and the censored sampling is assumed to be employed. The elicitation of the hyper-
parameters is made by the help of the trend of predictive interval for the future
observation in terms of more favorable combinations of the hyper-parameters and by the
expert’s suggestions. A comparison is presented of the Bayes estimates and their
variances assuming the selected uninformative and informative priors. Frequentist
approach is also used for comparison of Bayesian and classical estimates.

KEYWORDS

Mixture distribution; Exponential model; Uniform; Jeffreys; Inverted Chi-square;
Inverted Gamma priors; Bayes Predictive Interval; Maximum Likelihood estimator.

1. INTRODUCTION

The current century has exposed a multitude of fields of application which
demonstrate features that demand the use of mixture models, measurement are available
from experimental units which are known to belong to one set of classes but their
individual class memberships are unavailable. Only mixture models offer systematic
treatment for such mixture structure.

In this paper, we are interested to estimate the parameters of the two component
mixture of Exponential distribution form a number of subpopulation mixed with an
unknown proportion. Generally in survival analysis of components we have censored
data due to the two restrictions one is time and other is cost. Hence life testing
distribution often deals with censored sample in order to estimate the mixture proportions
and the parameters of the conditional distributions.

Lifetime distributions have been extensively used in the study of data arising from
times to failure of units under observation. A finite mixture of distributions arises in a
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variety of applications. The estimation of the parameters of finite mixture distributions
has many more different applications that are listed by Titterington et al. (1985). Sinha
(1998) has obtained the 95% Predictive Intervals for various sets of values of the hyper-
parameters using the sample of size from the Mendenhall and Harder (1958) mixture
model. The exponential distribution, because of its memory-less property, is used for the
life-testing of the products that do not age with time. Gosh and Ebrahimi (2001) have
made the Bayesian analysis of the mixing function in a mixture of two exponential
distributions. Saleem and Aslam (2008) presented a comparison of the Maximum
Likelihood estimates with the Bayes estimates using the Uniform and Jeffreys priors for
the parameters of the two component Rayleigh mixture. Saleem and Aslam (2007)
mentioned a comparison of the 95% Bayes predictive intervals for the two component
mixture of the Rayleigh distribution with different informative priors with a motivation to
look for the better prior among the available standard informative conjugate priors.

2. THE POPULATION AND THE MODEL

Consider a population that age doesn’t with time i.e., the memoryless property hold
for them and suppose the population comprises two subpopulations each with a different
life expectancy. So a mixture of two Exponential distributions is appropriate to model
such population. A finite mixture density function with the two component densities of
specified parametric form (but with unknown parameters, 6; &6, ) and with unknown
mixing weights, p and 1- p . Finite mixture distribution function with two component of
Exponential distribution is F(t)=pF()+qF,(¢); ¢g=1-p,0<p<], with the
corresponding finite mixture density function given by with the two component densities
of specified parametric (Exponential) form

Fx)=p 0, exp(-t/0y)+ (1 p) 03" exp(-1/65), 0<80,,0, <0, 0< p<1,¢>0.

3. SAMPLING

In sampling, suppose we take 7 units from the above mixture model are employed to
a life testing experiment with a test termination time 7. Let the test be conducted and it is
observed that out of n—r, units have the lifetime in the interval (0, 7' ]. Let out of » units,

7 units be observed from the first subpopulation, , units from the second subpopulation
with » =5+ r, and n—r units are still functioning when the test termination time 7 is

over. We define tij = the failure time of the j## unit belonging to the ith subpopulation,

where; j=1,2,....... ,rl-;i:1,2;0<t1j,t2j<T.

4. THE LIKELIHOOD FUNCTION OF MIXTURE MODEL

Consider the existence and properties of Likelihood function for the mixture
distributions. Let out of n units » units have life time in the interval (0,7'] and n-7 units

have life time in the interval (T',) . The likelihood function for such situation is
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I r.

1 2 n-r
L(Gl,ez,p|t)oc jglpfl(tlj) jl;lquz(tzj) {(I_F(T)) } 4.1

Where t:(tll;tzj):(tll,tlz, ....... ,tlrl;tZI,tzz, ....... ,tzrz) and F(T):pFi(T)"l‘sz(T)

Substituting the values of fi(4;),/;(¢;;) and F(I) in (4.1) and for convince,
variables are transformed into new variables as /T =x;, t,; /T =x,;, 0,/T =p,

0, /T =P, , and got the one answer of the Jacobian matrix, then the above likelihood
function becomes

n-r .. n—k-r [
L(el,ez,pyt)ockéoc;g " 20-p)2""p, B, 2

xexp (B! (1%, +n—r—k))exp(-B;' (1%, + k)
noOX . B X
where X, = le and X, = Zzi
J=t i j=1

So this is the Likelihood function of the two component mixture of Exponential
distribution. Now we will proceed further with suitable priors for Bayesian estimation of
parameters.

5. ASSUMING UNINFORMATIVE PRIORS

Uniform and Jeffreys priors are well known uninformative prior, these prior are
assumed in this study for the estimation of parameters when we have no prior
information. Uniform prior for the unknown parameter f; can easily be calculated

asfB; U U(0,1). We assume that (B,,p);i=1,2 are independent a priory and we
further assuming that p J U(0,1). So the joint prior distribution of B;,, and p is

g(Blal?)Zﬂp)ocl'

With the help of Bayes theorem we made the posterior distribution as combining
likelihood function and joint prior distribution we get joint posterior of3;,B, and p as

under

n-r __ . a b, -1, -r B _
X Gk a-p R 1By 2 oxp B¢y Jexp(B7'dy )
h(Bl s BZ > Plx) = n—r
T —D0(n 1) 3 CfF 7 Blay +1,b +1) ¢y,
k=0

—(r1 -1 dk—(r2 -1

0<py,By <0, 0<p<l

where a, =n—r—k+n,b, =r,+k, ¢, =nx1+(m—-r—k),d, =r,x, +k
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The second assumed uninformative prior is Jeffreys prior. Jeffreys prior for the
unknown parameter [3 can easily be calculated as g(B[)=B[_1. We assume that
(B.,p);i=1,2 are independent a priory and we further assuming that p [l U(0,1) . So

the joint prior distribution of £, 3, and p is g(B,,B,,p) o (BB,)", 0<P;,B, <o .
Combining likelihood and joint prior distribution we get joint posterior as under

2 G pt (- p) By exp (B, )5 exp (B 'y )
h(By,B,, plx) =~ 0<B,.B,y <o
C()C(r) Y CF 7" B(a, +1,b, +1) ¢, d, ™"
k

where a, =n—r—k+n,b, =r, +k, ¢, =nx; +(n—r—k),d, =nrx, +k.

Bayes estimates are found by the marginal distribution, those are derived from the
posterior distribution. Bayes estimator of ,,$, and p is

6. ASSUMING INFORMATIVE PRIORS
In the case of informative prior we assumed Inverted Gamma prior and Inverted
Chi-square prior. Firstly we assumed that (B, and [, are independently a priory and
follow Inverted Gamma distributions with parametersm, , /, and m,, [,. We further
assuming that pJ U(0,1). So the joint prior distribution of f;, B, and p is

gB1.By. p|x) o BB exp(—my /By )exp(—my /By), O<Py,By <oo,my,my,ly,ly >0
where m;,m,, [, and [, are hyper-parameters. The joint posterior distribution is very
important in Bayesian statistics. It is found as that the joint Posterior distribution oc
(Prior distribution) (Likelihood function).

:i; O p% g (D D

exp(~By" (e +m) ) exp (' (d; +my))

h(BlaB27p|x): —r i +1) —(il,)
T +1)T(r +1) Y, C 7 Blay +1,b, +1) (¢ +m) "™ (d +my ) "
k=0

0<B,,B, <o, my,my,l,l, >0
where a, =n—r—k+n,b, =r, +k, ¢, =nx+(n—r—k),d, =rx, +k

Secondly we assumed that 3, and B, are independently a priory and follow Inverted
Chi-square distributions with parameters w; and w,. We further assuming

that p 1 U(0,1) . So the joint prior distribution of ,31 R ,32 and pis

g(By. By, p[x) oo B PTIRSP exp(~1/2B, )exp(~1/2B, ) , 0 < By, By <0, wi,wy >0
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Prior information is combining with experimental data to arrive at the joint posterior
probability distribution as

n—-r
By By, p|X) o X G p gl BTN 02 exp By exp( 85"z, )
k=0
OSBPBZ <OO’ OSPSL WI’WZ >0

where a, =n—r—k+n, b, =r+k,y, =rx +(n-r—k)+0.5,z, =rx, +k+0.5

7. THE PREDICTIVE INTERVAL OF THE INFORMATIVE PRIOR

The predictive distribution of the future observation is obtained for (1- o )100%
Bayesian Predictive interval (L,U) is by solving the following two equations for both
informative priors

L oa % o
[pOlody==73 [p(|)dy=—
0 20y 2

8. ESTIMATION OF PARAMETERS BY THE ML METHOD

Method of maximum likelihood is often used for estimating the parameters in
Classical Statistics. In this section we obtained the three equations by taking log and
partial derivations of the likelihood function of the sample data. Those expressions
contain the unknown parameters. The numerical values of unknown parameters are found
for comparison proposes with Bayesian theory results. These three equations, in
simplified form, are

ﬂ (n—r)p.exp(—Bfl) —
B B, (p.exp(—ﬁf1 )+q.eXp(—l3§l )) )
o mel )

b a(poxn )+ genp( 1))
(-p (1= p)n=r)(exp(-B7" )+ exp( 57"
p B (p-exp(—ﬁfl)w-exp(—ﬁil ))

It is not possible to solve the above system of three non-linear equations analytically.
However, they can be solved by the numerical iterative procedure using the SAS

package. Let B:(ﬁl,ﬁz,ﬁ) and by the properties of MLE’s ﬁD N@B.,I'(B)) where
0%l
opop’

variance of MLE’s on the main diagonal.

1(B)= —E(

J is the information matrix of order3x3 , inverting it we can find the
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9. ANUMERICAL STUDY

Now we take a numerical example to analysis our result those are obtained from
the two component mixture of Exponential distributions with Informative, Uninformative
priors and ML method. We take a random sample of size n=400 from the mixture of
two Exponential distributions censored at 7 = 300. It is randomly generated data with the
proportion of mixture p =0.375. A uniform number u is generated 400 times and if

u < p the observation is taken randomly from £ (the Exponential distribution with
parameter 0, =76), Otherwise from F, (the Exponential distribution with parameter
6, =126). So the estimated parameters need to equal with 6, =76 and 6, =126 and
p =0.375. We censored our data at time 7. Actually the observations greater than T
will never be observed during the real test of survival analysis and hence all the
observations that are greater than 7 are ignored while calculating and conducted.
In practically elements generated observations are easily distinguished to be a member of
either subpopulation-I or subpopulation-II. Ignoring values that are greater than 7 = 300
in both the subpopulations, the above data yields n =400, r =147, r, =228 ,r= 375,

_ 4 _ by _ _ t
n—r =254 =-L= 694713, 7, ==L = 96.5028, ¥, :?lz 0.2315, X, =?2: 0.3216.

n n

9.1 Estimation of Bayesian Predictive Interval Assuming Inverted Gamma Prior

The Bayesian estimation of parameters in case of informative prior necessitates the
elicitation of hyper-parameter. Bayesian Predictive intervals assuming the Inverted
Gamma prior are found by using equations (7.1.1) and (7.2.2) for different combinations
of the hyper-parameters. We used the combinations of m,,m, =10,40,70,100,150

and/;,l, =10,40,70,100,150 . The trend observed of the L and U, it is examine that the
lower values of,m,,m,and higher values of / and [/, make predictive intervals

minimum. To make our prior information more reliable, we take some experts opinion
about the hyper-parameters. Bring in mind the objective (predictive internals trends) and
subjective (experts suggestions) approaches, finally select the values of the hyper-
parameters as /; =40,/, = 20,m; =10,m, =10.

9.2 Bayesian Predictive Interval Assuming the Inverted Chi-Square Prior

As inverted Chi-Square distribution has single parameter. Here two Chi-Square
distributions are assuming prior distribution; therefore there are two hyper-parameters.
For elicitation of hyper-parameters Bayesian Predictive intervals are found by using
equations (7.2.1) and (7.2.2) for different combinations of the hyper-parameters, those are
w, =10,40,70,100,150 and w, =10,40,70,100,150. Observing the predictive intervals,

we analysis that the intervals become high as we increase the value of w; and the interval
goes down as we increase w, . We also use some subjective approach to make our prior

information more reliable, we take some experts judgment about the hyper-parameters.
They suggested us various combinations of hyper-parameters those leads us to more

efficient results. The recommended combination of hyper-parameters (wl,wz) are as
(50,125), (40,110), (75,150),(60,135) and (55,90) . After taking the experts verdict we
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select minimum value of w, from the recommended combinations, so
Min(50,40,75,60,55)=40 and we select maximum value of w, from the advised
combination, so Max(125,110,150,135,90) =150 . Using both subjective and objective

approaches, finally we select values of the hyper-parameters as w; =40 and w, =150.

10. COMPARISONS OF THE INFORMATIVE, UNINFORMATIVE
PRIORS AND CLASSICAL ESTIMATES

In this section, comparisons are made on the basis of the estimates and their standard
deviation. Standard deviations are very important for comparisons purpose, because the
estimator which has lesser standard deviation will more reliable and efficient. When
presenting a Statistical estimate, it is usually necessary to indicate the accuracy of the
estimate. The customary Bayesian measure of the accuracy of an estimate is the posterior
variance/posterior standard deviation of the estimate.

By using posteriors distributions, we evaluated the Bayes estimates and their posterior
standard deviations for the uninformative and informative priors, ML estimates and their
standard deviations are also calculated. All these results are reported in the following
tables after applying inverse transformation (as transformation has made in the section 4)
to convert our parameters in basic form to interpret the survival time of the electronic
components. So 0, =7f3,,0, =7B,,0, =TPyand 6, =TP,.

11. CONCLUSION

This study illustrates that the posterior distribution assuming the suitable informative
prior is more reliable than the uninformative competitors and Classical counterparts. As
the evidence Table 10.1 & 10.2, shows that Jeffreys prior is more accurate and efficient
as its Bayes estimates are more close to the true parameters and its posterior standard
deviation are lesser than the uniform prior and the Classical estimates. In Bayesian
approach suitable informative prior is valuable over the uninformative priors. It confirms
the supremacy of our informative prior distribution, that the Inverted Gamma prior is
reliable prior because its Bayes estimates are more close to the true parameters and
posterior standard deviations are lesser other than any estimates and Inverted Chi-square
is not suitable informative prior.
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ABSTRACT

Neighbor balanced designs satisfy fairly restrictive combinatorial constraints,
therefore, mostly such designs require large number of blocks. In the literature, partially
neighbor balanced designs and generalized neighbor designs have been suggested to
avoid a large number of blocks. But in this study, some new methods are proposed to
overcome this problem. The reduction in number of blocks is made by using some extra
treatment/s which will not be included in the analysis. Plans for saving experimental
material by using one or two extra treatments are also presented for v < 50.

KEY WORDS

Neighbor balanced designs; Partially balanced neighbor designs; Generalized
neighbor designs; Neighbor designs with extra treatment.

1. INTRODUCTION

Neighbor balanced designs satisfy fairly restrictive combinatorial constraints,
therefore, mostly such designs require large number of blocks. In many field experiments
such as agriculture, it is impossible to have as much replication as is needed for neighbor
designs. Wilkinson et al. (1983) defined a design to be partially neighbor balanced if each
experimental treatment has other treatment as a neighbor, on either side, at most once. In
situations where resources are limited partially neighbor balanced designs are preferred.
Misra et al. (1991) constructed generalized neighbor designs for odd v (number of
treatments). Chaure and Misra (1996) constructed generalized neighbor designs for (i)
v=4t+1, k=3 in b=t(4t+1) blocks where t is a natural number, (ii) GN;-designs (the

designs where some pairs of treatments appear once, some appear twice while all others
appear three times as nearest neighbor) for v=4t, k=2t in b=2(4t-1) blocks where t >2, (iii)
GN, -designs (the designs where some pairs of treatments appear once as nearest
neighbor while others appear twice) for v=4t-1, k=2n+1, where ‘n’ is a positive integer
and (iii) GN,-designs for v=4t-1, k =2n. Mishra (2007) constructed families of proper
generalized neighbor designs. Kedia and Misra (2008) constructed some series of
generalized neighbor designs which are obtained by developing the initial blocks, using
the Rees’ principle. They constructed a series of GN,-designs for (i) v=3t+1, k=4,
(i) v=>5t, k=4, (iii) v=6t+1, k=4, (iv) v=7t+1, k=6. They also constructed a series of
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GN, -designs for (i) v=5t+1, k=4 and (ii) v=6t+1, k=6. In section 2, neighbor designs for
v even and k=2 are presented. Neighbor designs with extra treatment are discussed in
section 3 and designs with two extra treatments are discussed in section 4. In section 5
and 6, plans for saving experimental material by the proposed designs are also presented
for v< 50.

2. NEIGHBOR DESIGNS WITH k=2 FOR v EVEN

If the unused units are not wasted, using block size 2 for even v (number of
treatments) is the most economical. In general, for block size 2, the minimum number of
blocks required for neighbor designs is v(v-1)/2. Forv=2m, m=2,3,... the neighbor
designs with r=v-1 and A= 2, can be generated through the (m-1) initial blocks
(0,1),(0,2),...,(0,m-1) with augmented blocks (0,m),(1,m+1), ...,(m-1,2m-1). Remaining
(v-1) blocks are obtained cyclically mod v from each initial block.

Example 2.1:

Neighbor design for v=10 and k=2 can be generated through 4 initial blocks
(0,1),(0,2),(0,3),(0,4) with 5 augmented blocks (05,(1,6),(2,7),(3,8),(4,9). Nine blocks can
be generated cyclically mod 10, through each initial block.

3. NEIGHBOR DESIGNS WITH EXTRA TREATMENT

A new methodology is proposed to reduce the number of blocks, named as neighbor
designs with extra treatment/s. In this methodology, a neighbor design for v-1 treatments
is obtained through a design constructed for v treatments and then vth treatment is
excluded from the analysis.

Example 3.1:

A neighbor design for v=8, k=3 required 56 blocks while a neighbor design for v=9,
k=3, can be constructed in b=12. Considering 9" treatment (labeled as 8) as extra
treatment, the required design is: (0,2,3), (1,3,4), (2,4,5), (3,5,6), (4,6,7), (5,7,0), (6,0,1),
(7,1,2), (0,4,8), (1,5,8), (2,6,8), (3,7,8). Proposed design with extra treatment saves 78.57
% experimental material. For analysis, it will be a neighbor design for v=8 with k=3,

k, =2.
Theorem 3.1:

If v is an even number, v>k, d, is common divisor of v(v-1) & k and d, is
common divisor of v(v+1)/2 & k then neighbor designs with extra treatment will reduce
the experimental material at least [l-d (v+1)/2d,(v-1)] 100 percent if: (i)
v>Q2d,+d,)/(2d, —d)) & (i) 2d, > d,.

Proof:

If v is an even number, v> £k, d;is common divisor of v(v—1) &kand d,is

common divisor of v(v+1)/2 & k then neighbor design requires at least b=v(v—1)/d,

and our proposed design requires b=v(v+1)/2d,. So our proposed design reduces at
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least [v(v—=1)/d,;-v(v+1)/2d,] blocks which saves at least [1-d,(v+1)/2d, (v-1)] 100
percent material. O
Corollary I:

If v is even and k is relatively prime to v(v-1) & v(v+1)/2 then neighbor designs with
extra treatment will reduce the experimental material at least 35.7 %.

Proof:

If v is even and k is relatively prime to v(v-1) & v(v+1)/2, neighbor design requires at
least v(v-1) blocks and our proposed design requires at least v(v+1)/2 blocks.

Saved material = v(v—1)—v(v+1)/2=[100 {v(v—1)—v(v+1)/2} /v(v-1)]%=50(1-2/(v—1))%.

The smallest v which satisfied the above conditions is 8. For v=8, neighbor designs
with extra treatment will reduce the experimental material 35.7 %. o

Corollary II:

If v is even and k is relatively prime to v(v-1), d is common divisor of k and v(v+1),
where d >1, neighbor designs with extra treatment will reduce experimental material at
least 50%.

Proof:

If v is even (v >2 ) and k is relatively prime to v(v-1)/2 then neighbor design required
at least v(v-1) blocks. If d is common divisor of k and v(v+1) then v(v+1)/2 blocks are
required for v+1.

Saved material = v(v-1) - v(v+1)/2d = [100{v(v-1) - v(v+1)/2d}/ v(v-1)] %.

For the smallest value of d which is 2, minimum saved material = [25(3v-5)/ (v-1)]%.

Since [(3v-5)/ (v-1)] > 2, for v > 3, hence proved that neighbor designs with extra
treatment will reduce experimental material at least 50%. O

Theorem 3.2:

If v is an odd number, v >k, d, is common divisor of v(v—-1)/2 & k and d, is
common divisor of w(v+1)& k then neighbor designs with extra treatment will
reduce the experimental material at least [1 -2d,(v+1)/d, (v-1)]100 percent if: (i)
v>(d, +2d,)/(d, —2d)) & (ii) d, >2d,.

Proof:

If v is an odd number, v>k, d,is common divisor of v(v—-1)/2 &kand d,is
common divisor of v(v+1) & k then neighbor design requires at least b=v(v-1)/2d, and
our proposed design requires at least b=v(v+1)/d,. So our proposed design reduces at
least [v(v-1)/2d, -v(v+1)/d,] blocks which saves at least [1 -2d,(v+1)/d, (v-1)]100

percent material. O

Theorem 3.3:

For complete block neighbor designs when v is even & v > 3 then our proposed
neighbor design with extra treatment will reduce [50 (v-3)/ (v-1)] % experimental
material.
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Proof:

We have always a complete block neighbor design for odd v in (v-1)/2 blocks. For
even v at least (v-1) blocks are required for complete block neighbor design, it means for
v even, neighbor design with extra treatment will require b = v/2 blocks.

Saved material =[100 {v(v-1)—v(v+1)/2}/v(v-1)]% =[50 (v-3)/ (v-1)] % , for v>3. O

4. NEIGHBOR DESIGN WITH TWO EXTRA TREATMENTS

Here, a neighbor design for v-2 treatments is obtained through a design constructed
for v treatments and then vt and (v-1)th treatments are excluded from the analysis.

Example 4.1:

A neighbor design for v=23, k=3, can be constructed in b=253, while such design for
v=25, k=3, can be constructed in 100 blocks. Our proposed design saves 60.5%
experimental material by considering 24™ and 25™ treatments as extra treatments. For
analysis, it will be a neighbor design for v =23, k, =3, k, =2.

Theorem 4.4:
If v is even and k is relatively prime to v(v-1) & v(v+1)/2 but not to (v+2)(v+1) then
neighbor designs with two extra treatments will reduce [1-(v+2)(v+1)/dv(v—1)]1100

percent experimental material.

Proof:

If v is even and k is relatively prime to v(v-1) & v(v+1)/2 then at least v(v-1) blocks
are required for neighbor designs. Let d (d >2) be common divisor of k and (v+2)(v+1)
then (v+2)(v+1)/d blocks are required. So our proposed design with two extra treatments
will reduce [v(v-1) - (v+2)(v+1)/d] blocks. O

Corollary III:

If v=4t; k=m+1; m=2t+1 where t >1 then a neighbor design can always be constructed
through our proposed design with two extra treatments, which saves [1-2(v+1)/v(v—-1) ]

100% material.

Proof:
If v=4t; k=m+1; m=2t+1 where s >1 then v+2 =2k. In this situation neighbor design
for v treatments will require v(v-1) blocks while for v+2, it will take 2(v+1) blocks. o

5. PLANS WITH EXTRA TREATMENT

Here, plans using extra treatment which saves at least 70% experimental material
required for neighbor designs are presented for 8§ <v <50 and 3 <k <20

Original designs Designs with extra treatment
v | k| b | unis v | k| b | units | S3ved | Reduction
Units %
8 13 56 168 9 | 3| 12 36 132 78.6
14| 3 | 182 546 15| 3 | 35 | 105 441 80.8
20| 3 | 380 | 1140 211 3| 70 | 210 930 81.6
26| 3 | 650 | 1950 27| 3 | 117 | 351 1599 82.0
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Original designs

Designs with extra treatment

v| k| b | units v | k| b | units | Saved | Reduction
Units %

32| 3 992 2976 33| 3 | 176 528 2448 82.3
38| 3 | 1406 | 4218 39| 3 | 247 741 3477 82.4
44 | 3 | 1892 | 5676 45| 3 | 330 | 990 4686 82.6
14| 5 182 910 15| 5 21 105 805 88.46
24| 5 552 2760 25| 5 60 300 2460 89.1
34| 5 | 1122 | 5610 35| 5 | 119 | 595 5015 89.4
44 | 5 | 1892 | 9460 45| 5 | 198 990 8470 89.5
8 6 28 168 9 6 6 36 132 78.6
20| 6 190 1140 21 6 35 210 930 81.6
32| 6 496 2976 33| 6 88 528 2448 82.3
38| 6 703 4248 39| 6 | 147 | 882 3366 79.2
44 | 6 946 5676 45| 6 | 165 | 990 4686 82.6
20| 7 380 2660 21 7 30 210 2450 92.1
34| 7 | 1122 | 7854 35| 7 85 595 7259 92.4
41 7 820 5740 42 | 7 | 246 | 1722 4018 70.0
48 | 7 | 2256 | 15792 49 | 7 | 168 | 1176 | 14616 92.6
15| 8 105 840 16| 8 30 240 600 71.4
23| 8 253 2024 24| 8 69 552 1472 72.7
47 | 8 | 1081 8648 48 | 8 | 282 | 2256 6392 73.9
14| 9 182 1638 151 9 35 315 1328 80.8
171 9 136 1224 181 9 34 306 918 75.0
20| 9 380 3420 211 9 70 630 2790 81.6
26 | 9 650 5850 271 9 39 351 5499 94.0
32| 9 992 8928 33| 9 | 176 | 1584 7344 82.3
35| 9 595 5355 36| 9 | 140 | 1260 4095 76.5
38| 9 | 1406 | 12654 39| 9 | 247 | 2223 | 10431 82.4
44 |1 9 | 1892 | 17028 45| 9 | 110 990 16038 94 .2
50| 9 | 2450 | 22050 51 9 | 425 | 3825 | 18225 82.7
14 | 10 91 910 15110 | 21 210 700 76.9
19 (10| 171 1710 20 10| 38 380 1330 77.8
24 | 10 | 276 2760 25110 | 30 300 2460 89.1
34 | 10 | 561 5610 35110 119 | 1190 4420 78.8
39| 10| 741 7410 40 | 10 | 156 | 1560 5850 78.9
44 | 10 | 946 9460 451 10 | 99 990 8470 89.5
21 | 11 210 2310 22 | 11 42 462 1848 80.0
32| 11 992 | 10912 33 11 48 528 10384 95.16
43 | 11 903 9933 44 | 11 | 172 | 1892 8041 81.0
23 | 12| 253 3036 24 | 12 | 46 552 2484 81.8
29 | 12| 203 2436 30| 12 | 145 | 1740 696 82.6
35| 12| 595 7140 36| 12| 105 | 1260 5880 82.4
47 | 12 | 1081 | 12972 48 | 12 | 188 | 2256 | 10716 82.6
25| 13| 300 3900 26 | 13| 50 650 3250 83.3
38 | 13 | 1406 | 18278 39| 13| 57 741 17537 95.9
51|13 | 1275 | 16575 52 | 13 | 204 | 2652 | 13923 84.0
20 | 14 | 190 2660 21114 | 15 210 2450 921
27 | 14 | 351 4914 28 | 14 | 54 756 4158 84.6
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Original designs Designs with extra treatment
. . Saved | Reduction
v k b Units v k b Units Units %
34| 14| 561 | 7854 35| 14| 85 | 1190 | 6664 84.8

44 | 14 | 946 | 13244 45|14 | 495 | 6930 | 6314 91.1
48 | 14 | 1128 | 15792 49| 14| 84 | 1008 | 14784 93.6

20| 15| 75 1140 21]115| 14 | 210 930 81.6
24 | 15| 184 | 2760 25| 15| 20 | 300 | 2460 89.1
29 | 15| 406 | 6090 30| 15| 58 | 870 | 5220 85.7

32 | 15| 992 | 14880 33 | 15| 176 | 2640 | 12240 82.3
38 | 15| 1406 | 21090 39| 15| 247 | 3705 | 17385 82.4
44 | 15 | 1892 | 28380 45| 15| 66 | 990 | 27390 96.5
23 | 16 | 253 | 4048 24116 | 69 | 1104 | 2944 72.7
31| 16 | 465 | 7440 32| 16 | 62 992 6448 86.7
39| 16| 741 | 11856 40 | 16 | 195 | 3120 | 8736 73.7
47 | 16| 1081 | 17296 48 | 16 | 141 | 2256 | 15040 87.0

33 | 17| 528 | 8976 34 | 17| 66 | 1122 | 7854 87.5
50 | 17 | 2450 | 41650 51 [ 17 | 75 | 1275 | 40375 96.9
26 | 18 | 325 | 5850 27 | 18] 39 | 702 5148 88.0
32| 18 | 496 | 8928 33| 18 | 88 | 1584 | 7344 82.3

35| 18 | 595 | 10710 36 | 18 | 70 | 1260 | 9450 88.2
44 | 18 | 946 | 17028 45|18 | 55 | 990 | 16038 94.2
37| 19| 666 | 12654 38 19| 74 | 1406 | 11248 88.9
24 | 20 | 138 | 2760 25| 20| 15 | 300 2460 89.1
34 | 20 | 561 | 11220 35| 20| 119 | 2380 | 8840 78.8
39| 20| 741 | 14820 40 | 20 | 78 | 1560 | 13260 89.5
44 1 20 | 473 | 9460 45|20 | 99 | 1980 | 7480 79.1

6. PLANS WITH TWO EXTRA TREATMENTS:
Here, plans using two extra treatments which saves at least 70% experimental
material required for neighbor designs are presented for 15 <v <50 and 4 <k <20

Original designs Designs with extra treatment
v | k| b | unis V| k| b | units | Saved | Reduction
Units %
15| 4 | 105 420 171 4 | 34 136 316 75.2
23 | 4 | 253 | 1012 25| 4 | 75 | 300 712 70.4
31 ] 4 | 465 | 1860 33| 4 | 132 | 528 1332 71.6
39 | 4 | 741 | 2964 41 4 | 205 | 820 | 2144 72.3
47 | 4 1081 | 4324 49 | 4 | 294 | 1176 | 3148 72.8
13| 5 78 390 15|56 | 21 105 285 73.1
18 | 5 | 306 | 1530 20| 5 | 76 | 380 1150 75.2
191 5 | 171 855 21| 5 | 42 | 210 645 75.4
23 | 5 | 253 | 1265 25| 5 | 60 | 300 965 76.3
28 | 5 | 756 | 3780 30| 5 | 174 | 870 | 2910 77.0
33| 5 | 528 | 2640 35| 5 | 119 | 595 | 2045 77.5
38 | 5 | 1406 | 7030 40 | 5 | 312 | 1560 | 5470 77.8
39 | 5 | 741 | 3705 41| 5 | 164 | 820 | 2885 77.9
43 | 5 | 903 | 4515 45| 5 | 198 | 990 | 3625 78.1
48 | 5 | 2256 | 11280 50 | 5 | 490 | 2450 | 8830 78.3
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Original designs

Designs with extra treatment

v| k| b | unis V| k| b | units | Saved | Reduction
Units %
49 | 5 1176 | 5880 51 5 | 255 | 1275 4605 78.3
11 6 55 330 13| 6 13 78 252 76.4
23 | 6 253 1518 25| 6 50 300 1218 80.2
35| 6 595 3570 37| 6 | 111 666 2904 81.3
47 | 6 | 1081 6486 49 | 6 | 196 | 1176 | 5310 81.9
12| 7 132 924 14 | 7 26 182 742 80.3
13| 7 78 546 15| 7 15 105 441 80.8
19| 7 171 1197 21 7 30 210 987 82.5
26 | 7 650 4550 28 | 7 108 756 3794 83.4
27 | 7 351 2457 29 | 7 58 406 2051 83.5
40| 7 1560 | 10920 42 | 7 | 246 | 1722 9198 84.2
41 7 820 5740 43 | 7 129 903 4837 84.3
47 | 7 1081 7567 49 | 7 168 | 1176 6391 84.5
15| 8 105 840 17 | 8 17 136 704 83.8
22 | 8 231 1848 24 | 8 69 552 1296 70.1
31 8 465 3720 33| 8 66 528 3192 85.8
38| 8 703 5624 40 | 8 195 | 1560 4064 72.3
46 | 8 1035 | 8280 48 | 8 | 282 | 2256 6024 72.8
47 | 8 1081 8648 49 | 8 147 | 1176 7472 86.4
17| 9 136 1224 19| 9 19 171 1053 86.0
23| 9 506 4554 25| 9 | 100 | 900 3654 80.2
29 | 9 812 7308 31 9 | 155 | 1395 | 5913 80.9
35| 9 595 5355 37 | 9 74 666 4689 87.6
18 | 10 | 153 1530 20| 10 | 38 380 1150 75.2
19 [ 10 | 171 1710 21110 | 21 210 1500 87.7
23 | 10 | 253 2530 25110 | 30 300 2230 88.1
28 | 10 | 378 3780 30 |10 | 87 870 2910 77.0
38 |10 | 703 7030 40 | 10 | 156 | 1560 | 5470 77.8
39 |10 | 741 7410 41 | 10 | 82 820 6590 88.9
43 | 10 | 903 9030 45 | 10 | 99 990 8040 89.0
48 | 10 | 1128 | 11280 50 | 10 | 245 | 2450 8830 78.3
20 | 11 380 4180 22 | 11 42 462 3718 88.9
21 | 11 210 2310 23 | 11 23 253 2057 89.0
31| 11| 465 5115 33|11 | 48 528 4587 89.7
42 | 11 | 1722 | 18942 44 | 11 | 172 | 1892 | 17050 90.0
43 | 11 903 9933 45 | 1 90 990 8943 90.0
14 | 12 91 1092 16 | 12 | 20 240 852 78.0
23 | 12 | 253 3036 25|12 | 25 300 2736 90.1
26 | 12 | 325 3900 28 | 12 | 63 756 3144 80.6
38 |12 | 703 8436 40 | 12 | 130 | 1560 | 6876 81.5
47 | 12 | 1081 | 12972 49 | 12 | 98 1176 | 11796 90.9
24 | 13 | 552 7176 26 | 13| 50 650 6526 90.9
25| 13 | 300 3900 27 | 13 | 27 351 3549 91.0
37 | 13 | 666 8658 39|13 | 57 741 7917 914
50 | 13 | 2450 | 31850 52 | 13 | 204 | 2652 | 29198 91.7
19 | 14 171 2394 21 | 14 15 210 2184 91.2
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Original designs Designs with extra treatment
v| k| b | units V| k| b | units | Saved | Reduction
Units %
26 | 14 | 325 4550 28 | 14 | 54 756 3794 83.4
27 | 14 | 351 4914 29 | 14| 29 406 4508 91.7
47 | 14 | 1081 | 15134 49 | 14 | 84 1008 | 14126 93.3
19 | 15 57 855 21| 15| 14 210 645 75.4
23 | 15| 506 7590 251 15| 20 300 7290 96.0
28 | 15| 252 | 3780 30| 15| 58 | 870 2910 77.0
29 | 15| 406 | 6090 3115 | 31 465 5625 92.4
38 | 15 | 1406 | 21090 40 | 15 | 104 | 1560 | 19530 92.6
43 | 15 | 301 4515 45 | 15 | 66 990 3525 78.1
22 | 16 | 231 3696 24 116 | 69 | 1104 | 2592 70.1
30 | 16 | 435 | 6960 32|16 | 62 992 5968 85.7
31| 16 | 465 7440 33|16 | 33 528 6912 92.9

38 | 16 | 703 | 11248 40 | 16 | 195 | 3120 | 8128 72.3
46 | 16 | 1035 | 16560 48 | 16 | 141 | 2256 | 14304 86.4
32 | 17 | 992 | 16864 34 | 17 | 66 | 1122 | 15742 93.3

33 | 17 | 528 | 8976 35|17 | 35 | 595 | 8381 93.4
49 | 17 | 1176 | 19992 51 |17 | 75 | 1275 | 18717 93.6
23 | 18 | 253 | 4554 25118 | 50 | 900 | 3654 80.2
35 |18 | 595 | 10710 37 | 18 | 37 | 666 | 10044 93.8
43 | 18 | 301 | 5418 45 | 18 | 55 | 990 | 4428 81.7

47 | 18 | 1081 | 19458 49 | 18 | 196 | 3528 | 15930 81.9
36 | 19 | 1260 | 23940 38 |19 | 74 | 1406 | 22534 94.1
37 1 19 | 666 | 12654 39 [ 19] 39 | 741 | 11913 94.1
23 | 20 | 253 | 5060 25120 | 15 | 300 | 4760 94.1
34 | 20 | 561 | 11220 36 | 20 | 63 | 1260 | 9960 88.8
39 120 | 741 | 14820 41120 | #1 820 | 14000 94.5
43 | 20 | 903 | 18060 45120 | 99 | 1980 | 16080 89.0
47 | 20 | 1081 | 21620 49 | 20 | 294 | 5880 | 15740 72.8
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ABSTRACT

Research is being conducted concerning Temporal Databases for more than two
decades. Traditional relational database model does not support structure and
mechanisms for effective management of temporal data. Although, several temporal data
models were proposed, but very few are fully transformed into implemented systems.
Most of the temporal models proposed are the extension of the relational model. This
paper explains the key concepts attached to temporal databases and discusses few of the
temporal data models proposed with examples. This paper offers a brief introduction to
temporal database research and new research areas in this field.
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1. INTRODUCTION

Time is the one of the most difficult aspect to handle in real world applications such
as database systems. Relational database management systems proposed by Codd
[Cod70] & [Cod90] offer very little built-in query language support for temporal data
management [CJT99]. The model itself incorporates neither the concept of time nor any
theory of temporal semantics [CW83]. Relational database without a temporal dimension,
record single state of real world phenomena usually called as snapshot database. Many
temporal extensions of the relational model have been proposed some of them are also
implemented [NA93] & [Cho94]. This paper offers a brief introduction to temporal
database research.

The relational model is based on the mathematical notion of a relation [Bat07]. Codd
and others have extended the notion to apply to database design. Thus they were able to
take advantage of the power of mathematical abstraction and the expressiveness of
mathematical notation to develop a simple but powerful structure for databases. The
relational data model only support functionality to access a single state(most recent one)
of the real world, called as snapshot [Dat00], and to transition from one database state to
another (updates) thereby giving up the old state. There exist, however, many application
domains which need to have access not only to the most recent state, but also to past and
even future states, and the notion of data consistency must be extended to cover all of
these database states.

Many applications in the real world requires management of time varying data
[DDLO03] such as financial applications, inventory systems, insurance applications,
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reservation systems, stock market applications [BJ08], medical information management
systems and decision support systems. Efforts to incorporate the temporal domain into
database management system have been ongoing for more than two decades and dozens
of temporal models have been proposed [Skj97] & [Gar03].

In the first section we will discuss the important notions of time [Mck86] and the
basic concepts important to understand and evaluate any temporal database model
[DDLO3]. Second section presents a survey of temporal database models and proposed
extensions to the relational algebra [MS91], with a classification of the different
approaches presented in the literature. Finally we conclude by identifying some key areas
of research, moreover all the illustrations are given for employee database.

2. IMPORTANT CONCEPTS

2.1 Valid Time(VT)

The time a fact is true with respect to the given mini-world. It captures the time-
varying states of the given mini world. Two attributes StartVT and EndVT are used to
represent a time interval which is closed at its lower bound and open at its upper bound.
Remember valid time [Sno85] & [Jea93] is always independent of the recording time of
the fact in the database. For e.g., Ali has been hired promoted to manager on july 7, 2003.
Fig. 1 represents a valid time instance.

2.2 Transaction Time (TT)

It is the time period during which a fact is recorded in the database. e.g., the fact
Hasan was hired on June 1, 2003 was stored in the database on June 2, 2003 Transaction
time [Sno85] & [Jea93] has a duration: from insertion to deletion, with multiple
insertions and deletions being possible for the same fact over a period of time.
Transaction time is more often represented with two attributes i.e StartTT and End TT.
Fig. 1 represents a transaction time instance.

now
T T2 T3 T4 T5
| | | | | , Time t
| | [ [ [ -
15000 17000 19000 25000
Object
Salary 19000
| 15000 | 17000 | 25000
[ [ [ I 'T
K1 K2 K3 K4
K5 now

Fig 1: Transaction time and valid time instance

2.3 Time-Varying Attribute
A time varying attribute [Jea93] is an attribute whose value is not constrained to be
constant over time. In other words it may or may not change over time.
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2.4 Time Domain

A time domain is a ordered pair (T ; <) where T is a non-empty set of time instants
and “<” is total order on T. A time domain is dense [DDL03] & [Jea93] if it is an infinite
set and for all t, t’e T with t < t’, there exists t’> € T such that t <t’< t’. A time domain
is discrete [DDLO03] & [Jea93] if every element except the last element (if any) has an
immediate successor, and every element except the first (if any) has an immediate
predecessor.

2.5 Time Granularity

Partitioning of the time-line into a finite set of smaller segments called granules. Each
non-empty subset G(i) is called a granule of the granularity G [Cea98] & [BJWO00]. For
e.g. birthdates are typically measured at granularity of days, business appointments to
granularity of hours and train schedules to granularity of minutes. Mixing of granularities
create problems in handling temporal data.

A granularity is a mapping G from the integers (the index set) to subsets of the time
domain such that:
1) Ifi<j and G(i) and G(j) are non-empty, then each element of G(i) is less than all
elements of G(j)
2) Ifi<k<jand G(i) and G(j) are non-empty, then G(k) is non-empty.

2.6 Temporal Dependency
Let X and Y be sets of explicit attribute of a temporal relation schema, R. a temporal

functional dependency [Jea93], denoted X —I 5y , exists on R if, for all instances r of
R, all snapshots of r satisfy the functional dependency X—Y.

2.7 Lifespan

The lifespan [Jea93] of a database object is the time over which it is defined. The
valid time lifespan of a database object refers to the time when the corresponding object
exists in the modeled reality, whereas the transaction time lifespan refers to the time
when the database object is current in the database.

2.8 Temporally Homogeneous

A temporal tuple is temporally homogeneous [Gad88] if the lifespan of all attribute
values within it are identical. A temporal relation is said to be temporally homogeneous
if its tuples are temporally homogeneous. Homogeneity is also specific to some time
dimension as in temporally homogeneous in the valid time dimension or temporally
homogeneous in the transaction time dimension.

2.9 Chronon
Discrete and indivisible (smallest) unit of time with a positive duration that can be
represented is called as chronon [Cea98] & [BJWO0O0].

2.10 Tuple Time-Stamping

In tuple time stamping [Sno87], [CW83], [Ari86] & [Ben82], each tuple is augmented
by one or two additional attributes for the recording of timestamps. One additional
attribute can be used to record either the time point at which the tuple becomes valid or
the time at which the data is valid. Two additional attributes are used to record the start
and stop time points of the corresponding time interval of validity of the corresponding
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data. Tuple time stamping is usually applied where relations support first normal form
assumption (FNF)[Sar90].

2.11 Attribute Time-Stamping

In attribute time stamping [Tan86], [Gad92] the time is associated with every attribute
which is time-varying. It is not necessary for every attribute to be time-varying in an
attribute time stamping approach. Consequently, a history is formed for each time-
varying attribute within each tuple. Attribute time stamping overcomes the disadvantage
of data redundancy introduced when applying tuple time stamping. In attribute time
stamping values in a tuple which are not affected by a modification do not have to be
repeated. Therefore, the history of values is stored separately for each attribute. Relations
of this type are known as Non-1NF (N1NF) [TG89] relations.

3. TEMPORAL DATA MODELS

3.1 Clifford’s Model

Clifford introduced Historical Database Model-HDBM [Cli82]. He also developed a
formal theory of database semantics with time and calculus-based query language
[CWS83]. The tuples of relations are time stamped with the help of a special attribute
named STATE. Moreover a Boolean-valued attribute, EXISTS, is introduced to indicate
which entities exist or not at any given state. The two new attributes are not ordinary
attributes, but are built-in parts of the model. Fig. 2a and 2b represents instances of
relations employee representing state 1 and state 2 respectively.

This model is further explored in 1985 [CT85] but this time from the operational
point of view using a relational algebra. The temporal dimension is incorporated into the
model at the attribute level. Relations are in N1NF since attributes that are time-varying
have complex domains. However, key attributes in a relation must be constant.

State Emp Exists? Mgr Dept Sal
S1 Ali 1 Babar Finance 10K
S1 Babar 1 Babar Finance 12K
S1 Sadiq 1 Sadiq Audit 15K
S1 Salman 1 Sadiq | Accounts | 13K
S1 Naeem 0 L L L

Fig. 2a: Employee Relation 1

State Emp Exists? Mgr Dept Sal
S2 Naeem 1 Naeem | Finance 13K
S2 Babar 1 Babar Finance 12K
S2 Sadiq 1 Sadiq Audit 15K
S2 Salman 1 Sadiq Audit 11K
S2 Ali 0 1 1 1

Fig. 2b: Employee Relation 2
3.2 Ariav Model

The temporally oriented data model was proposed by Ariav [Ari86]. It is based on the
concept of data cube, comprising of the three dimensions, attributes, tuples and time,
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supports an explicit and inherent order of the tuples contained in it. This cube preserves
the identity and of the tuples and the temporal context of the data. The ordering of objects
over time and interpolation are necessary to know how long a state prevailed or what the
state was at any time. Ariav's model is a bi-temporal relational model [CI94] where
timestamps are based on time points. Fig 3 represents Ariav’s model.

Name | Department Position Valid time | Transaction time
Ali Finance Assistant Jan2001 Jan2001
Ali Audit Junior auditor | March2003 Feb2003
Babar Finanace Manager June2002 July2002
Babar Accounts Manager Dec2005 Dec2005

Fig 3: A bi-temporal employee relation by Ariav’s model

3.3 Gadia's Model

Homogeneous relational model (HRM) was proposed by Gadia [Gad88]. HRM is
based on interval time stamping and supports the valid time dimension. The new concept
that Gadia proposed in HRM is the homogeneity assumption in a database. A temporally
homogeneous [Gad88] database is a database which is restricted to having temporal
relations in which the lifespan of all attribute values. In other words the time over which
they are defined in every tuple are identical. The idea was to prevent objects containing
null values, i.e., all attributes have to be defined during the lifetime of an object. He
introduced the concept of temporal element which is a finite union of time intervals.
Temporal version of relational algebra using snapshot semantics was also introduced.
Fig. 4 represents a temporal employee relation.

Name Salary Department
[9,52) Ali [9,41) 14K [9,41) Finance
[41,52) 16K [41,52) Audit
[0,18)U[18,46) Sadiq [0,18) 12K [0,18) Accounts
[18,46) 15K [18,46) Computer
[61, now] Saleem | [61,now] | 15K | [61, now] Finance
[27,now] Babar [27,now] 16K [27,now] Audit

Fig. 4: The Temporal Employee Relation

3.4 Gadia and Yeung’s Model

Gadia and Yeung's model [GY88] is also called the heterogeneous model. In this
model [GY88], temporal elements may be multi-dimensional to model different aspects
of time. It is based on attribute time stamping. Attribute values are still functions from
temporal elements onto attribute value domains, but attribute values need not be
functions on the same temporal element. As a result of the lack of temporal homogeneity,
some time slices may produce nulls. Relations are assumed to have key attributes, with
the restriction that such attributes be single-valued over their interval of validity. Also, no
two tuples may match on the ranges of the functions assigned to the key attributes. In
[GYO91], a NINF tuple calculus is introduced, called TCAL, based on Gadia’s NINF
homogeneous temporal model.
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3.5Ben-Zvi’s Model

Ben-Zvi’s model [Ben82] is a interval tuple based time stamping model. This model
introduced different times i.e effective time, registration time and deletion time which are
analogous to the notion of valid time and transaction time respectively (see fig. 5). A
relation schema R has the form:

R (Al IRRRE) Ana Tesa Trsa Teea Trea Td)a
where
T, effective start & T, effective end
T, registration start & T, registration end
T4 (deletion) indicates the time when the information in the tuple was logically
deleted

Emp Dept Trs Tes Tee Tre Td
Sadiq Finance | feb2001 | Feb2001 | Oct2002 | Mar2001 -’
Saleem |Finance | Mar2001 | Apr2001 | Dec2001 | May2001 | Jan2002
Saleem |Audit Jun2001 | Dec2001 -’ -’

Babar | Audit Apr2002 | Jul2002 | Jan2003 | July2002 -’
Fig: 5: A bi-temporal department relation by Ben-Zvi’s model

3.6 Jensen's Model

Jensen's model [Jen90] is an interval based event model. The Op attribute denotes
tuples as deletion and insertion requests indicated by ‘D' and °I', respectively.
Modifications of an object is handled by a pair of deletion and insertion requests in the
following manner; First a deletion request is represented by a new tuple with the same
attribute values and valid-time as its previous insertion request of this object, but the Op
value equals ‘D' ; Second, the deletion request is followed by an insertion request with a
transaction-time identical that of the deletion request it is paired with, but in this case the
Op value is equal to 'T'.

3.7 Tansel's Model

Tansel's model [Tan86] supports the concept of historical relations adds both valid-
time and different structure types on attributes, such as atomic, set-valued, triplets, and
set-triplet-valued attributes. The first contains atomic values only. The second is a set of
atomic values. The last two are attributes with timestamps. That is, each triplet is an
attribute value with valid start- and end-times. Atomic attributes contain values such as
integers, reals and character strings. Triplet-valued attributes consists of valid-time
interval [/ < u), closed at the lower and open at the upper bound, together with an atomic
value, < [l & u), value >. The temporal data model presented in [CT85] & [Tan86]
supports historical relations (see fig. 6). Tansel’s model is based on attribute value time
stamping and relations are in non first normal form. Fig. 6 representing a employee-
salary relation based on Tansel’s model.

3R]
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Empid | Name Salary Dept

100 Asim | {<[jan2001-feb2004), 15K>, <[jan2001-now], audit>
<[feb2004-now], 17K>}
101 Ali {<[jan2002-june2003),10K>, |<[jan2002-now], finance>
<[june2003-now], 12K>}
102 babar | {<[jan2000-now), 7K>} <[jan2000-now], computer>

105 Sadiq | {<[jan2001-june2002), 7.5K>} |<[jan2001-june2002), accounts>}
105 Sadiq | {<[jan2003-now), 9K>} {<[jan2003-now), accounts>

Fig 6: employee salary relation

3.8 McKenzie’s Model

McKenzie's model [Mck88] & [MS91] is a attribute value time stamped data model
based on non first normal form relations. This model is represented as a sequence of
valid-time states indexed by transaction time. The timestamps associated with each
attribute value are sets of valid-time chronons. McKenzie extends the relational algebra
to support both temporal dimensions (valid time and transaction time). McKenzie
proposed a historical algebra supporting valid time by extending the snapshot algebra.

In Mckenzie’s model a temporal database, Dg,, is a finite sequence, Dgyo,.-.-,Daon,
where each element, Dy,;, of the sequence is a database “state” relative to a particular
transaction time (see fig. 7). The main disadvantage of his model is the redundancy
caused by the value parts of attributes not being set-valued. Another problem is caused by
the representation of time as a set of chronons.

T, R
0 o
Jan2001 {(12000, {dec2000,........dec2001})}
Jun2003 | {(12000, {dec2000,........dec2001}), (15000, {jan2002,.....mar2004})}
May2005 {(12000, {dec2000,........dec2001}),

(15000, {jan2002......,mar2004}), (20000, {jan2005......,0})}

Fig 7: Object salary by Mckenzie’s model

3.9 Lorentzos’s Model

Lorentzos proposed a formal extension of the relational model to support generic
intervals [lor88]. He studied different properties of the intervals and gave the concept of
“Duality Principle” which says that every one-dimensional point is isomorphic to an
elementary interval. He also defines all possible relative positions between two 1-
dimensional intervals [LJ88a] and then, extends his definitions to n-dimensional
intervals.

His proposed model can be used directly as a temporal model where time is treated as
generic data type and not as a “stamp” for the related data values. Lorentzos’s also
proposed a Temporal Relational Algebra (TRA), [LI87], [LJ88a] & [LJ88b]. The model
is a minimal extension of the Conventional Relational Model. In this model INF is
maintained and it supports valid time dimension with both time points and intervals.
There are certain drawbacks in this model such as data regarding the same entity is not
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included in the same tuple, in this way the history of the object split to many tuples
instead of one.

3.10 Snodgrass Model

Snodgrass [Sno87] proposed a temporal query language [Cho94], TQuel [Sno93]. He
classified temporal databases into three categories, rollback database, historical database,
and temporal database, based on what kinds of time a database employed. TQuel is a
query language for the temporal database employing the valid and transaction times. He
claimed that error corrections and retroactive updates could be modeled by the two times.

A tuple is tuple-time-stamped with four time-stamps so that a valid time period and a
transaction time period are attached to a tuple. The valid time period represents a valid
period of a tuple, whereas the transaction time period is a period during which a tuple can
be accessed (see Fig. 8).

Emp Department | Position Valid time Trans time
Salman |IT Support Eng | Jan2000 0ct2000 | Feb2000 wuc
Salman |IT Support Eng | Dec2000 nov2001 | Nov2000 oct2001
Asif Audit Assistant Feb2001 mar2002 | Mar2001 feb2002
Asif Audit Assistant Apr2002 jun2003 | Apr2002 uc
Danish | Finanace Manager Apr2002 jul2003 Jun2002 uc

Fig 8: Bitemporal employee relation

3.11 Snodgrass BCDM Model

Snodgrass [Sno95b] proposed the Bi-temporal Conceptual Data Model (BCDM). BCDM
is the basis for the definition of the temporal query language TSQL2 [Sno95b]. TSQL2 is
a temporal extension to SQL-92 and specifically designed to query and manipulate time-
varying data.

TSQL2 supports user defined time, valid time and transaction time. Data is time
stamped either with sets of time instants or temporal elements. A relation in BCDM
consists of a set of ordinary tuples, consisting of explicit and implicit attributes. User-
defined time is recorded as an explicit attribute. Valid time and transaction time are
recorded as implicit attribute values of a tuple, specifying when the data represented by
the tuple is true in the real world and stored in the database, respectively. The implicit
valid-time attribute has either a valid-time instant set or a valid-time element as its value.
Transaction-time attributes are recorded as temporal elements. Tuples in bi-temporal
relations are time stamped with implicit attributes containing bi-temporal elements (see
fig. 9) or bi-temporal instant sets (fig 9a). In fig. 9 employee Ahmed’s history with
respect to the time period of his first employment was described. The shaded area covers
time instants this specific fact about employee tome was valid and stored in the database.
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Valid time

1 N
2006

w01 [
1 R S -§=!
2002 2005 2008 Transaction tirme
Fig. 9: Bi-temporal element in BCDM
{(2001,2002),....... ,(2006,2002), ({(2001,2003),....... ,(2006,2003),
(2001,2004),....... ,(2006,2004), {(2000,2005),....... ,(2006,2005),
(2000,2000),....... ,(2006,2006), ...c.oevniiiiinene }

Fig 9a. The timestamp of the bi-temporal element in fig is the following set of pairs
(valid time, transaction time) of bi-temporal chronons, assuming a chronon to have the
granularity of a year:

3.12 Navathe and Ahmed’s Model

Navathe and Ahmed [NA89] proposed temporal relational model and a associated
query language based on the model [NAS8S]. Important highlights of the paper are the
notion of time normalization and a language construct.

According to him the time normalization is based on the classification of time-varying
attributes into synchronous and asynchronous ones. Synchronous attributes in a relation
change their values always at the same time, whereas asynchronous time varying
attributes change their values independently from the other attributes in the relation.

For example, if an employee gets a raise in salary if and only if he/she gets a
promotion, then salary and position form a set of synchronous attributes. An
asynchronous attribute, on the other hand, is a time varying attribute which does not
belong to any set of synchronous attributes.

4. CONCLUSION

This paper has surveyed various temporal data models. All these models are different
in representation and capture the mini world in a different way. Different assumption and
considerations were made and some of them are also physically implemented. Majority
of the temporal models proposed were extensions of the conventional relational model
that attempted to capture the time- varying nature of both the enterprise (mini world)
being modeled and the database. These models support user defined time, valid time and
transaction time. They attempted to retain the simplicity of the relational model. There is
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a tradeoff between using the tuple time stamping and attribute time stamping approaches
for the development of temporal model. For implementation point of view attribute time
stamping is a better approach.

Bi-temporal conceptual data model proposed in this paper is a more appropriate basis
for expressing time varying semantics in a database. Many other models have there own
weaknesses and strengths. Many temporal query languages were proposed based on the
data models and some of them are also implemented such as TQuel, ATSQL2, TSQL2
etc. The TSQL2 query language has consolidated many years of research results into a
single, comprehensive language. Constructs from TSQL2 are being incorporated into
SQL3. Despite the fact that lot of work has been done in the field of temporal databases,
many issues still has to be resolved and there are many new avenues for research in the
area of temporal databases such as temporal data mining, development of generic
temporal data models, handling of uncertainty, data vacuuming etc. In future we will
extend our work in temporal database to the area of fuzzy timeseries forecasting [BJO8]
& [JBCO07] and neuro fuzzy systems.
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ABSTRACT

The Adaptive Binary Arithmetic Coding (ABAC) is one of the lossless data
compression and decompression techniques. It has used by the JBIG standard (Joint Bi-
level Image Experts Group) to encode an input data string, which is mapped into a real
number x between “0” and “1”. The JBIG defines a compression method for bi-level
images (images consisting of a single bit-plane). In this work, the ABAC is implemented
using progressive method for static greyscale images. Therefore, the input image is
divided into bit-planes, each divides into D resolution layers.

Four sub-blocks of the JBIG standard namely: Model Template, Typical Prediction,
Adaptive Arithmetic Encoder and Resolution Reduction implemented to encode the
lowest resolution layer of each bit-plane of an input greyscale image.

The 10™ order of Markov model with template of three lines is used for each pixel
that is being encoded to compute an integer value (context). In addition, the JBIG
standard uses a Typical Prediction algorithm to speed the implementation. The obtained
results presented a high compression ratio.

KEY WORDS

JBIG Standard, Arithmetic Coding, Greyscale Coding, Progressive Coding, Lossless
Compression.

1. INTRODUCTION

The ABAC technique is used by JBIG standard for a progressive coding of 2-tone
images (each pixel taking on just one of two possible level colours). It is one of the
lossless compression techniques, that is; the output image is identical to the input image.
One application of this compression is facsimile [1]. The objective of compression
algorithm is the reduction of transmission time and/or storage space. 4BAC technique
utilizes the statistics change on a bit-to-bit basis. It is different from other techniques,
which use prefix codes, such as Huffman.

The coding process can be split into two stages: modelling, which estimates the relative
probability (some indications) for each input pixel, and coding, which converts an input data
string into a coded string [2]. According to the probabilities that the pixels will occur, the
ABAC technique maps an input string into a real number x (code point) between “0” and “1”.

The 10™ order Markov model is used by JBIG standard, where the three-line template
is chosen. The integer output (context) of Markov model is sent to lossless 4BAC
encoder. The model is applied for each bit being encoded [3].
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The input greyscale image is divided into bit-planes before it is encoded. Each of
which is divided into D resolution layers [4], and the lowest resolution layer is sent to the
lossless ABAC encoder. The encoding process is done recursively until all the input string
is encoded, and the code is generated.

This paper presents the greyscale image reduction algorithm for bit-planes and
resolution layers. It also shows the typical prediction process, lossless ABAC algorithm of
JBIG standard and its model template of three-line data string. A software implementation
of such process gave an excellent compression results for five greyscale images.

2. THE RESOLUTION REDUCTION

2.1 The Image Format

Five greyscale images are used as an input data to the ABAC algorithm to test its
compression efficiency. Each pixel of the image has levels between “0” and “256”, that
is; eight bits per pixel. The sequential mode utilized by JBIG standard is used for reading
the input image. The scan process is done in “Raster Mode”, pixel by pixel from left to
right side and from top to bottom.

The format of a greyscale image is Portable GreyMap (PGM). It consists of 4 lines

header followed by data stored in the unsigned char type. This format is defined as follows:

e First line contains a “magic number”,
for identifying the file as PGM, two
characters “P5”.

e Second line is a comment line, some
times has one or more lines, starting
with a “#” character.

e Third line has a “width” and a
“height” of the image, in ASCII format
characters in decimal, and separated
by “whitespace”.

e Fourth line specifies maximum grey
level contained in the image.

e Finally, the data of the image (in
binary format), width * height grey
values between “0” and “255”, starting
at the top-left corner of the greymap,
proceeding in normal English reading
order.

P5
# Created by Paint Shop Pro 6
256 256

255
Width * Height
Pixels
In Binary Format

Fig. (2.1): Format Structure of
PGM Image (Binary).

Figure (2.1) shows an example of small grey map in PGM format in binary.

2.2. The Resolution Reduction Algorithm

Before the coding process is applied, the greyscale image is divided into bit-planes.
The bits of a grey representation of intensity define the bit-planes [5]; each of which
represents one bit, that is; the number of bit-planes is dependent on the number of bits per
pixel. Each bit-plane is divided into D resolution layers, as shown in figure (2.2).
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The resolution reduction
algorithm accepts a high resolution
image (high resolution layer) and
creates a low resolution image, half
as many rows and half as many
columns as the original. The JBIG
standard provides a deterministic
table to the algorithm to determine a
low resolution colour [4].

The ABAC encoder accepts the
lowest resolution layer (d0), and
encodes it independently as if it was
by itself a bi-level image. In the
inverse process (decompression),
the Adaptive Binary Arithmetic
Decoding (ABAD) algorithm must d(D-1)
build up the greyscale image from
the bit-planes, each particular bit in
the pixel is recovered.

bit-plane
7

do

Fig. (2.2): Division of The Bit-planes and
Reduction Resolution Layers.

3. THE MODEL

The JBIG standard presents two types of model templates (Markov models) [4]. One
of them is three-line model template. It uses the 10 bits preceding the current bit being
encoded; bits from the same line and two upper lines immediately above it, see figure

3.1).
X1X 11X
Where,
_ X1 X1 X]1X]X
X: Bit of the template.
X | X ?

? . Bit being encoded, it is not used
as a part of the template. Fig (3.1): Three-line Model Template.

For each bit of the binary input data to be encoded, the model determines an integer
value namely context, and sends it to the ABAC encoder. The ABAC algorithm uses the
context to capture the adaptive probability estimation of the bit being encoded. Using a
lookup table provided by JBIG standard [6], The probability can be indexed by the help
of the particular context. The process of the ABAD algorithm uses the same context to
recover the original greyscale image.

4. THE TYPICAL PREDICTION

Its function provides some coding gain [4]. When a pixel being encoded located in
region of solid colour (uniform area), no process will neither do in the Model nor do in
the ABAC encoder, that is; a given pixel is not be encoded. Then, a signal will send with
the code string indicated that no process is done in the encoder. The decoder can recover
all pixels located in the uniform area.
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5. THE ABAC ENCODER

The resolution reduction unit sends the d0 layer, as an input image to the encoder.
The ABAC encoder is receiving the sequence of binary pixels (bits) and its context (some
indication of their relative probability) [7], and encodes the d0 layer at full resolution,
line by line, from left to right
and top to bottom, without InputImage (d0)
reference to any other
resolution. That way, the
output of the ABAC encoder

is a code string, which Code String
bained he last divisi ABAC

obtained at the last 1VIS%OI1 Encoder —
produced from the encoding

process, see figure (5.1). The Context
code string is a fractional
value on the real number line
between “0” and “1”.

The ABAC is an entropy 1.000 ~\
encoder; it maps a string of input
bits into a real number x on the unit
interval. The binary expansion of x
is transmitted or stored instead of the
original sequence. For each input Unit
binary bit (“0” or “1”), the unit Interval
interval is divided into two
subintervals with sizes proportional
to the relative probability [6]; they
are: less probable symbol (LPS) and
more probable symbol (MPS) C=0.000
subintervals, separated by a code
point (cumulative probability), see Fig (5.2): Subdivision of The Unit Interval.
figure (5.2).

The code point is the sum of the relative probabilities of the previous bits, which
limits the interval partitions, as magnitudes [8]. The LPS is above the MPS, and its size
is always smaller than the size of MPS.

Fig. (5.1): Block Diagram of The Encoder Unit.

LPS
Code Point

a
|

For each input bit, the ABAC algorithm divides the interval recursively during the
encoding process, that is; the subinterval relative to the value of the bit being encoded
will be used for the next iteration [9]. The ABAC algorithm uses the context to determine
the probability estimation (P¢) [10], and computes the subinterval relative to LPS, which
is interpreted to the adaptive probability estimation, by using the following equations:

A=A"*Pc
and, AzPc =LPS

where, A : New current coding interval size, it maintains=1.
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To compute the subintervals, the ABAC algorithm needs to assign the letter A to the
size of the current coding interval, and letter C to the starting point of the interval (base).

If the bit MPS is encoded:

A=A-LPS,
and, C = C (unchanged).
If the bit LPS is encoded:
A =LPS,

and, C=C+ MPS.

The ABAD algorithm follows a reversal procedure of ABAC. The magnitude
comparison operation is done to construct the input greyscale image. Any interval that
had been added to the code string by the encoder is subtracted. The ABAD uses the same
context as the ABAC algorithm to determine the probability estimation.

6. CONCLUSION

The JBIG standard describes an
algorithm of ABAC technique, which
can be parameterized for sequential
coding. The ABAC algorithm builds the
code string during the encoding process.
The statistics of a binary sequence (0°s
and 1°‘s) is changed on bit-to-bit basis.
The ABAC does not need the input data
blocking, as in some of other entropy
encoding techniques, so time and
memory saving is possible.

The JBIG standard has superior
compression over G3 and G, coding, and
found to achieve excellent results for
text, line art and dithered greyscale [8].
It yields compression sometimes better
than the JPEG standard in its lossless
mode. The JBIG standard is considered
as an acceptable standard for many
applications  such as,  hardcopy
facsimile, photographic images, scanned
images of printed characters, computer-
generated images of printed character.

The method of resolution reduction e
of greyscale images can be efficiently  Fig. (6.1): The Recovered Images:
applied to applications that do not need  (a) Lena 512X512. (b) Kitchen 512X512.
high quality recovered image. (c) Bird 256X256. (d) Zelda 512X512.
(e) Bars 512X512.
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The  ABAC  algorithm  is
implemented in computer software with | Table (6.1): The Results of ABAC Algorithm
its model for the greyscale images. The Original | Original | Compressed %
five output images of the ABAD image  |size (KB)| size (KB) |Compression
algorithm are shown in figure (6.1). Lena.pgm 257 13 94.94
The results showed that, the |Kitchenpgm| 257 12 95.33
compression ratio for the image that Bird.pgm 65 3 95.38
has uniform area is better than the Zolda pem 257 11 95 72
other that has more details. Table P& .
(6.1) illustrates the results of the | Bars.pgm 257 1 99.61
ABAC ALGORITHM.
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ABSTRACT

Mixed models for longitudinal data analysis are known to be sensitive to the precise
specification adopted for the mixed distribution. This paper provide new evidence that
this sensitivity can be due to misspecification of other feature of the models. This
evidence is based on a range of mixed renewal models fitted to data on multiple spell of
unemployment.
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1. INTRODUCTION

Statistical modelling seeks to represent the systematic relationship of interest in data
and to characterized the random, unexplained variations. The Robustness of models to
misspecification is an important issue in social science empirical research because we
rarely have sound a priori justification for assuming any particular functional form for
either the systematic or random relationships of interest. Proportional hazard models
different with different parametric and non parametric specifications of unobserved
heterogeneity have been used extensively for the analysis of duration data (e.g. Lancaster,
1979; Lancaster and Nickell, 1980; Flinn and Heckman, 1982; Heckman and Singer,
1982; Kiefer , 1988; Honore, 1990; Davies, 1993; Narendranathen and Stewart, 1993) in
what are variously referred to as ‘mixed’, ‘random effect’, and ‘frailty’ models. However,
parameter estimate tend not to be Robust to alternative parametric specification of the
residual heterogeneity distribution (Heckman and singer, 1982, 1984). Other studies
(Newman and McCulloch, 1984; Rider, 1986; Han and Hausman, 1990) suggest that
parameter estimate are typically more sensitive to the arbitrary choice of hazards function
than that of random effect. These problem are avoided or less evident in conventional
homogeneous models and this has led some authors to question the wisdom of random
effects models; Trussel and Richards, (1985 p273) warn that ‘...the investigator who
wishes to avoid models misspecification by correcting for unobserved heterogeneity is
treading on dangerous ground’.
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2. DATA

The analyses in this paper are based on two data sets. They contained detailed
longitudinal information on the time and duration of 755 and 411 spell of unemployment
for sample of 353 women and 198 men, respectively. The spells in progress at the end of
survey are treated as censored. There are 160 censored spells in the female data set and
87 censored spells in the male data set.

3. METHODOLOGY

3.1 The Hazard Function

The shape of the hazards function remains and essentially empirical question in
modeling most social science duration data. With in econometrics, there is a well
developed tradition of driving models from theoretical considerations and there is an
extensive literature on job search models for the conditional probability of leaving
unemployment. See, for example, Mortenson, 1970, 1986; Lipman and McCall, 1979;
Heckman and Singer, 1985.

The models are based on two main equations, one giving the wage offer distribution
and the other accounting for the reservation wage. A reduced form equation may derived
from these structural relationships giving, in principle, a theoretically based hazard
function specification for the rate of obtaining employment. In practice, however, a
variety of structural formulations have been proposed leading to a very broad class of
reduced form models which are consistent which utility maximizing behavior (e.g.
Nickell, 1979; Flinn and Heckman, 1982; Lancaster, 1985, Narendranathen and Nickell,
1985, Mortenson, 1986, Bloeman, 1990); even for unemployment duration, there is
therefore no unequivocal theoretical guidance on the shape of the hazard.

The reported work has used two different hazard function: the widely used Weibull
distribution which has a monotonic hazard; and the log logistic distribution which has
either a monotonically decreasing or a ‘sickle’-shaped hazard.

3.2 Unobserved Hetrogenity

It is well known that using conventional duration models, and thereby ignoring
unobserved heterogeneity, can give misleading results. The hazard function is
progressively under-estimated with duration and effects of explanatory variables are
attenuated (Lancaster and Nickell, 1979; Heckman and Singer, 1982). Conversely,
random effect models which explicitly allow for unobserved heterogeneity in longitudinal
data analysis provide some control for unmeasured variables, improving in principles the
insight possible from observational data (Davies, 1994).

Following Heckman and Singer (1984) and others, we adopt an integrated likelihood
approach for eliminating the random effect from the likelihood function. Specifically the
likelihood contribution for ith the individual is given by
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Li=[g(Si| X; .0, ¢ ) f(e) de (3.1)

where X; is a matrix of values for the explanatory variables, 0 is a vector of parameters,
g(S)) is the conditional probability density of the observed sequence of unemployment
durations S; and f( € ) is the probability density of random effect € . the random effect is
assumed to be additive in the linear predictor with a conventional log-linear link function.
As a random effect may be conceptualized in this formulation as weighted sum of the
variables omitted from the linear predictor, the Central Limit Theorem could be adduced
to support a conventional Normal error distribution assumption for f( € ). However, there
is mounting empirical evidence that the Normal distribution has over-light tails to
represent the relatively high proportion of low probability ‘movers’ in social science
application; there may even be a tendency towards polarization rather than uni-modality.
Two methods are therefore are compared for operationalising equation 3.1: one assumes
that f( &) is Normal and quadrature methods are used to evaluate the integral; the other
uses the mass point approach (Heckman and Singer, 1984; Davies, 1993, 1987) to
provide a non parametric characterization of f( € ), obviating the need for any assumption
about the functional form of this distribution.

4. THE MODELS

The Weibull-Normal mixture model

Assuming a Weibull duration distribution and a Normal random effect gives

Li=3 { ﬁ[ atﬁ‘(‘xexp(—t"fux)}ﬁ;u exp(‘tm?“)I_8 " }pk 4.1

k=1 u=1

where A= exp (B, +PB'X;, +8 Z, ) and § is a censoring indicator taking value 1 if spell is

completed and O otherwise. Z, and Py are quadrature point locations and probabilities
respectively, and Ti is the number of unemployment spells for individual i. The mean of
the distribution is absorbed into the constant term and the scale parameter o is estimated
with the other parameters of interest.

Weibull-Nonparametric models

The nonparametric characterization of the random effect distribution gives

m T; Biu
Li=S { H[ ot exp(—{, x)} expl( —t%1)! 5 }pk (4.2)

k=1 u=l

where A= exp([S'Xiu +8 Zk) This is similar to equation 4.1 but Zy and Py are mass point

locations and probabilities respectively, to be estimated simultaneously with other
parameter. To achieve a full non parametric characterization, the number of points is
increased until no further improvement can be obtained in the likelihood. The empirical
evidence shows that the required number of mass point tends to be small.
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Log-Logistic Normal mixture model

A log logistic duration distribution with normal random effect gives

m| L 28 i3
Li=2[1‘[{akt°‘_l (1 +xt°‘) } {(1 +xt°‘) } ‘|pk (4.3)
where L= exp(By +p' X, +3 Z, )

Log-Logistic non parametric model
The non parametric random effect specification with a log logistic hazard gives

7;

Li—f{n{am—l(l )2 M)'l}l*5 }pk (4.4)
where A= exp(B' X, 10 Z, )

Probability of Dropping out of the Labour Force

Distinguishing the two states ‘unemployed’ and out of labour force is a matter of
empirical and theoretical importance. Search theory attempts to differentiate these two
states on the basis of time consumed in search for a job. The unemployed individual who
do not devote any time to search for employment are generally presumed to be out of the
labour force. But this is not a concept which is readily measured and in reality the
classification ‘unemployed’ will usually include a number of individuals who have
actually withdrawn from the labour force. We assume that dropping out of the labour
force take place at the beginning of the unemployment spell with probability

qiu=exp (®y+ ©Xj, +n)/[1+ exp(wy+ 0X;, +ﬂ)}

where the {®} are parameters to be estimated and n is a random effect. There is no return
to the labour force in this formulation once an individual has dropped out; there is
insufficient information in the data for any analysis of temporary withdrawal from the
labour force. In effect, the {q} probabilities provide a readily interpretable correction to
the model if the right-censored unemployment durations tend to be longer than expected
in comparison to the completed durations. It is straight forward in principle to extend the
models 4.1 to 4.4 above to include this logistics regression sub-model. For example, the
integrated likelihood for the mixed Log-logistic model is given by
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: & a- a)? o
Ll:” l_[1|:qiu00\’iutui1 (l-i_k‘iut ) :|
=

1-3;,
|:qiu (1+}\‘iutiu )-1 +(1_qiu ):| dF(San) (45)

[1+ exp(co0+ oX;, +n)J Then main complication is that the inclusion of a random effect

in the sub-model requires a bivariate specification for unobserved heterogeneity.
Following the Heckman and Singer (1982) approach, we adopt the pragmatic expedient
of writing 1 = ye where y is a parameter to be estimated, and thereby reducing the
equation 4.5 to a univariate integral.

5. RESULTS
5.1 Weibull models

The signs of the parameter estimates are generally consistent with expectations. The
higher ‘hazard” for women with children may appear counter-intuitive but the
comparison is with women who have no children and are not working. There is ample
evidence that childless women are less likely to leave paid work than women with
children; the implication here is that those who do leave tend to be slower in returning to
employment. Other parameter estimates tend to confirm that the rate at which women
return to employment declines with age, is lower for married women, has increased over
the years (with growing female participation in the labour market), and is at a minimum
for women with no educational qualifications.

The higher log-likelihoods of the mixture models indicate substantial heterogeneity.
As noted in 3.2 ignoring heterogeneity will attenuate the effects of explanatory variables.
With few exceptions most of the parameter estimates have larger absolute values
for the mixture models. The Average change in values of parameter estimates from
Weibull-Normal mixture model to Weibull Nonparametric mixture model has been
observed to be 43% and 28% fro females and males respectively. Moreover, ignoring
heterogeneity tends to reduce the slope of the hazard. This is also the observed
pattern: The conventional, homogenous model suggests a pronounced decline in the
hazard with duration (shape parameter estimate = 073) while the mixed models each
indicate a decidedly more modest decline (shape parameter estimates = 0.90). The results
for male data set have shown the same pattern. The table of results have been omitted for
brevity.

However, the results have two disquieting features. First, there are some substantial
discrepancies between the parameter estimates for the Normal and nonparametric mixture
models. The log-likelihoods for the two models indicate that the heterogeneity is not fully
represented by a Normal distribution and the parameter estimates tend to confirm
suspicions that results are not robust to infringements of an assumed parametric form for
the random effects distribution. The second disquieting feature is that the parameter
estimates for the explanatory variable PRUNE (proportion of time spent unemployed
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since leaving school) have larger negative values in the mixture models than in the
conventional model. This is Markov-type variable summarizing previous outcomes of the
process of interest. Allowing for residual heterogeneity should, theoretically, reduce the
impact of such a variable (see Massy et al chapter 3).

5.2 Log-logistic Models

The first three columns of Table 7.1 show the results of fitting log-logistic
conventional and mixture models to the same female dataset. Each of these models
provides a better fit than the corresponding Weibull model. The shape parameters
indicate that the hazard has a °‘sickle’ shape rather than monotonically declining.
Comparing the parameter estimates for the two mixture models reveals that estimates are
still sensitive to the distributional assumptions about residual heterogeneity but the
discrepancies are all smaller than those for Weibull mixtures. The average change in the
values of parameter estimates from Loglogistice-Normal mixture model to Loglogistic-
nonparametric mixture model has been observed to be just 19% and 17% for females and
males respectively. Another important change in comparison to the Weibull results is that
the absolute value of the PRUNE parameter estimate is now reduced by a mixture
specification, albeit marginally for the nonparametric model.

The final four columns of Table 7.1 show the results of extending the log-logistic
mixture models to include a sub-model for dropping out of the labour force. It has shown
significant improvements in goodness-of-fit. For example, a likelihood ratio test between
the log-logistic nonparametric mixture model with and without the sub-model has a test
statistic x> = 2.05 with 4 degrees of freedom (P-value < 0.001). The sub-model also has
two notable consequences for the parameter estimates. First they are now remarkably
stable across different mixing distribution specifications. Second, the estimated effect of
the Markov-type variable PRUNE is greatly reduced and is now unequivocally
nonsignificant. The disquieting features of the Weibull analyses have been completely
ameliorated by these better-fitting specification. The average change in the values of
parameter estimates for two specifications of unobserved heterogeneity has now dropped
jus to 2% and 3% for females and males respectively.

6. CONCLUSIONS

The empirical analyses reported in this paper provide a remarkably consistent pattern
of results across two separate datasets. Parameter estimates become more robust to
mixture distribution assumptions and more plausible as the hazard specification and other
features of the models are improved. Firms conclusions must await more extensive
investigation but there is clear and replicated prima facie evidence that misspecification
to be expected of simpler models can have complex and misleading consequences in
longitudinal data analysis. More specifically, the results suggest that misspecification
may be responsible for the often noted sensitivity of parameter estimates to alternative
distributional assumptions about residual heterogeneity. Misspecification may also cause
misleading inference about the effects of endogenous variables even with a mixture
formulation to control for residual heterogeneity.
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There are two important corollaries. First, sensitivity to alternative distributional
assumption about residual heterogeneity could be used as an indicator of model
misspecification. The cautious analyst would fit a model with a number of different
random effect distributions and investigate revised formulations if the parameter
estimates show substantial variation. Second, the misspecification problems are not
avoided by ignoring residual heterogeneity and using conventional models. These models
appear to be more robust to models misspecification but, for endogenous variables at
least, this could arise because they could be consistently wrong.

7. TABLES OF RESULTS

Table 7.1
Log-logistic parameter estimates (standard errors) for female

Log-Logistic Mixture Log-Logistic Mixture + Submodel
Conven- Non- Conven- Non- -
. Normal . . Normal . Bivariate
tional parametric tional parametric

SHAPE | 1.10(0.04) | 1.28(0.06) | 1.30(0.06) | 1.18(0.04) | 1.41(0.07) | 1.41(0.07) | 142(0.08)

INT | -263(0.34) | -3.28(042) | ———- -262(0.37) | -319(0.46) | -——o- -3.19(0.53)

AGE | -043(0.10) | -0.49(0.13) | -0.52(0.12) | -040(0.11) | -0.60(0.11) | -0.61(0.15) | -0.63(0.14)

MAR | -0.91(0.16) | -1.12(0.19) | -1.26(0.21) | -1.35(0.18) | -1.52(0.21) | -1.54(0.23) | -1.54(0.24)

TIME | 0.09(0.07) | 0.13(0.08) | 0.07(0.09) | 0.11(0.07) | 0.18(0.09) | 0.17(0.09) | 0.19(0.10)

PRUNE | -1.20(0.36) | -0.76(0.42) | -1.15(0.45) | -1.13(0.37) | -0.29(0.57) | -0.30(0.58) | -0.14(0.59)

CHILD (1) | 0.66(0.19) | 0.46(0.21) | 0.52(0.22) | 0.73(0.19) | 042(0.21) | 0.43(0.23) | 0.38(0.23)

CHILD (2) | 148(0.23) | 1.40(0.27) | 1.50(0.28) | 1.56(0.24) | 143(0.29) | 1.46(0.29) | 1.39(0.30)

QUAL (1) | 0.62(0.16) | 0.79(0.21) | 0.77(0.21) | 0.54(0.17) | 0.67(0.21) | 0.63(0.22) | 0.67(0.22)

QUAL (2) | 0.88(0.24) | 1.15(0.31) | 1.11(0.31) | 0.76(0.23) | 1.01(0.32) | 1.00(0.35) | 1.04(0.32)

QUAL (3) | 0.61(0.30) | 0.80(0.39) | 0.73(0.38) | 0.58(0.32) | 0.74(0.42) | 0.76(0.42) | 0.79(0.43)

SCALE | e 103(0.16) | ——mmmr | e 108(0.18) | ~=——- 1.14(0.18)

COEFF -0.66(0.95)

LOGLIKE | -2768.76 | -2759.98 | -2756.45 | -2758.63 | -274720 | -2746.20 | -2745.76
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ABSTRACT

Mobile phone has become a rapidly emerging technology over the last decade. Cellular
phones have become essential component of m-commerce. The purpose of this study was
to explore the behavior of college students. People can use such devices whenever and
wherever they want which create questions of their appropriate use in social settings. A
sample of 720 students was surveyed to access the students to what extend they use
technology different settings and for different purposes. Specific differences were found as
a function of gender, age, government college/university and private college/university.
Responses were collected from students of different disciplines and from a variety of public
and private colleges and universities using structured questionnaire of lickert scale rating.
Appropriate SPSS techniques (principal component analysis methods for extraction using,
communalities, total variance and central tendency) were used to identify appropriate and
inappropriate use of cell phone in different social settings. Findings were quantitative in
which Collectively, participants reported strong perception of exchanging adult jokes,
pictures etc, about use of technology for cheating, wrong use of camera in
college/universities, disagreeing form placing and receiving a call in class, while driving, in
library, worship place and in bath room. Most of the students are in favor of announcing
Mobile Phone use policy in college/university.

LITERATURE REVIEW

Industry background:

The invention of the fixed telephone in the late 19th century in the United States altered
the way that people interacted and communicated. This has been paralleled in the early 21st
century by the advent of the mobile phone. The mobile phone was originally created for
adults for business use (Aoki & Downes, 2003). Consumers have had a number of features
to choose from: ring tones, browsers, wireless cameras, instant messaging, streaming video,
mobile music, push-to-talk (walkie-talkie), television clip playing, college entrance exam
preparation review, over-the air music downloads and full-length novels (see ‘Firm
reveals’, 2002; Stern, 2002; Chmielewski, 2003; Gunch, 2003; Malik, 2003; Moore, 2003;
‘Music industry’, 2003; Pringle, 2003a,b; Wildstrom, 2003a,b; Mossberg, 2004a,b;
Fitzgerald, 2005; Kageyama, 2005).

Mobile bloggers:

The camera phone has also led to growth in the blog world as ‘mobloggers,” mobile
bloggers, post their pictures on the web (Baker, 2005, p. 90). Worldwide sales of camera
phones are expected to post compound growth rates of 55% from 2004 through 2008 on an
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annualized basis (‘Camera Phone Sales’, 2004). With many mobile phones now
incorporating a digital camera or video, there is a danger in schools that inappropriate
pictures will be taken because of the portability and discrete nature of the camera. Pictures
can be taken quickly without the knowledge of the person being photographed (SBS
Insight, 2005).

Profile of use and users:

There are significant differences in use of and attitudes toward the use of cell phones for
both voice calls and text messaging, in various parts of the world (Henri Issac, Robert C.
Nickson, Peter Tarasewich, 2005). With the Earth’s population at 6.6 billion people, this
means that roughly 3 out of every 10 people now have mobile devices (J. D. Lasica, 2007).
The world-wide rate was 22.92 mobile subscriptions per 100 inhabitants (ITU, 2005).
According to PTA (Pakistan Telecommunication Authority), there are 74.6 million
subscribers and average growth rate is 105.3 in cellular mobile industry till November
2007. Currently 29.32 percent population of Pakistan has the access to telecommunication
services (PTA, 2007).

Mobiles as symbol of status and being social:

Rebecca Hastings, the SHRM information centre director, sees mobile phones as being
the ‘cigarettes’ of the current decade and advises that gadgets, like one’s dress, need to be
managed for success (Leland, 2005). Not only do young people own mobile phones, they
have a “symbolic and affective investment” in them (Lobet-Maris, 2003, p.88).The
ownership of a mobile phone indicates that one is socially connected, accessible and in
demand.

Students as a heavy user group:

According to a study, over half, and potentially as many as three quarters, of traditional
college-age students own a cellular phone (Marklein, 2003; Summerville, 2003). These
substantial numbers illustrate the growing trend in cell phone use on college and university
campuses. Text messaging appears as a most unique and frequent teen-inflected form of
mobile communication, in that is lightweight, less intrusive, less subject to peripheral
monitoring, inexpensive, and enables easy contact with a spatially distributed peer group
(Grinter and Eldridge 2001; Kasesniemi and Rautianinen 2002; Ling and Yttri 2002).

Research on social impacts of mobile phones:

According to a 2005 University of Michigan telephone survey, 42% of the 752 adult
respondents ‘said that there should be a law that prohibits people from talking on cell
phones in public places such as museums, movies or restaurants’ (‘Cell phone survey’,
2005). 2003). One of the main stated reasons for young people’s use of the mobile phone is
functionality or ‘micro-coordination” of their social life. Mobile enables coordination free
from the constraints of physical proximity, but also of spatial immobility; that is, the need
to stay at specific places (Geser, 2004). This is surprising given the often conflicting
priorities of young people, parents and teachers in relation to the device, with teachers
concerned about discipline issues in the classroom and parents concerned about being able
to contact their children at any time (Srivastava, 2005). People have reported the potential
of the technology to support anytime, anywhere learning (Mifsud, 2003), new forms of
collaboration in distance education (Milrad, 2003), distributed intelligence (Fischer &
Konomi, 2005), and knowledge communities through “m-learning,” the mobile evolution of
Internet-based e-learning (Nyiri, 2002).
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Research on mobile phone use in class room:

Wei and Leung (1999) found classrooms to be among the least acceptable places for
mobile phone use. Campbell and Russo also concluded that the use of mobile phone in
college classrooms is particularly horrendous and that students frequently complain about
the interruption from ringing during class time (Campbell, 2003). In US, Most of the
university students play video games on their mobiles phones and laptops (Gilroy, 2004
as cited in Katz, 2005). The mobile phone has the power to undermine the schools’
authority and weaken their control over students (Geser, 2004). The ease of hiding the
device due to its small size makes it very difficult for teachers to control. In classrooms,
instructors compete with PDAs, laptops, and mobile phones for their students’ attention,
and are interrupted by this technology regularly (Henri Issac, Robert C. Nickson, Peter
Tarasewich, 2005). Scanlon feels, however, that technology has made it easier for
students to cheat there by increasing academic dishonesty. A survey of owners indicated
that 57% of restaurant guests were annoyed by cell phone use, an activity that tends to
slow service time (Bryant, 2002). ‘In 2002, about 41 state governments were considering
proposals to restrict or ban the use of cell phones while driving, up from 27 in 2000.

Research Methodology:

Sample (720)

I/ -“-“"\.
I/ -“-“"-.
e Ta
Government (360) Private (360)
Male (1&80) Female (180) Male (180) Female (180)
Later 60 Mester 60 later 60 Master 60 Inter 60 Master 60 later 60 Master 60
Bachclor 60 Bachelor 60 Brchelor 60 Brchelor &80

Govt. University and Colleges:

Post Graduate College for Women Satellite town Gujranwala, Government College
for Boy’s Satellite Town Gujranwala, Inter College of Commerce People Colony
Gujranwala, Punjab University Campus Gujranwala, University of Agriculture
Faisalabad, City College for women Gujranwala.

Private University and Colleges:

Gift University Gujranwala, Gift College Gujranwala, Punjab College of Commerce
for Women Gujranwala, Punjab College of Information Technology Gujranwala, Punjab
College of Commerce Gujranwala.

RESULTS

Profile of respondents:

A total of 720 students completed survey at many higher education institutions in
Faisalabad and Gujranwala. Respondents were relatively evenly split in terms of gender
(50% females vs. 50% males, n=720). Respondent’s ages ranged from 16 to 24 and
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average age is 20 years with mode 16-18 years. Respondents were from three disciplines
intermediate, bachelor, and master with equal percentage in sample.

Analysis of etiquette question:

Students were asked to indicate their level of agreement or disagreement for 14
statements concerning the appropriateness of Mobile phone usage in certain specific
situations using a likert-type 6-point rating scale. Situations included are class rooms,
driving, library, public transport, restaurant, while eating, movie theater, music concert,
public place, university/college, worship place, market, bathroom hospital. Out of 720
respondents except 68 respondents 652 respondents own mobile phone. Mostly respondents
are using cell phones for 3 to 4 years. A very large number of respondents are using prepaid
tariff plan and most used feature is SMS. Most of the respondents have those mobile phones
which supports the features like, Voice call, SMS, MMS, Camera, Internet, A/V features.
Most of the students spend Rs.200 to 500 monthly on voice calls and use their mobile
phones (48.4) in the evening. Mostly students are those who send and receive text messages
less than 20 in a day. Mostly students agree that students make wrong use of cameras,
exchange adult jokes, picture messages through their Mobile phones and for cheating
purpose during exam. Males carry their cell phones mostly in pockets and females carry
their Mobile phones in bags. Most of the students keep their Mobile phone on vibration
mode. In Normal settings mobile phone’s own ring tone is liked by most of the respondents.

Mostly students disagree to place voice calls in class rooms, while driving, library, in
worship place and in bathroom. According to mostly students perceptions it is fair to
place a voice call in public transport, in restaurant, while eating, in Movie Theater, in
music concert, in public place, in university, in market and in Hospital.

Large number of students strongly disagree that voice calls should be received in
class rooms, while driving, in Library, in worship place, and Bathroom. A very large
number of students who agree to place voice call in Public transport, in a restaurant,
while eating, movie theater, music concert, in public places, in University/college, in
Market and in Hospitals.

Those students are more in numbers who are strongly disagree to use text message
service in class room, while driving, worship place, in Bathroom. The percentage of those
students is high who agree to use text message service in Public transport, at restaurants,
while eating, in Movie Theater, at music concert, in a public place, University/college, in
market, in Hospital.

The percentage of those students is high who agree and strongly disagree to use text
message service in Library.

Mostly students respond that they strongly disagree to use audio/Video features of
cell phones in classroom, while driving, in Library, Public transport, while eating, in
Movie Theater, in a public place, in university/college, Worship place, in Market, in
Bathroom and in Hospital. Research shows that many students agree to use audio/Video
features of cell phones at restaurant and at music concert.

More than the 50% of the students strongly disagree to use camera feature in classroom,
in University/College, in Library, in a public place, in Worship place, in market and in
Hospital. Most of the college students agree to use camera feature at Public ceremonies, in
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Movie Theater, at music concert and at restaurant. Those students are more who prefer a
policy regarding mobile phone usage, should be announced in college/university.

Table 1: shows the value of KMO and Bartlett’s test

Table-1: KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .885
Bartlett's Test of Sphericity ~ Approx. Chi-Square 28635.105
Df 4005
Sig. .000

Table 2 shows the value of alpha in reliability statistics

Table-2: Reliability Statistics
Cronbach's Alpha | N of tems

.939 90
Table 3:
Shows the most important variables in our research out of 90 variables Factor loading
Component

Using text message service at restaurant 716
Receiving a voice call in class room 738
Receiving a voice call in movie theater 744
Using audio/video features in public transport .704
Using camera feature in movie theater 772
Placing a voice call in bathroom 7179
Using text message in worship place 774
Using camera feature in university/college 714
Placing a voice call in university/college .709
Placing a voice call in hospital .749
How many text messages do u send in a day .851

Do you agree that students exchange adult jokes and pictures etc. through cell .822
phones

Age .868
How many cell phones do u have .625
Placing a voice call while eating 716
Using text message service in movie theater .533
Name of university/college of respondent .844
How do you carry your cell phones .808
Placing a voice call in market 411
Normally your cell phone has which of the following ringing tones? 716
What tariff plan you are using? 14T
Using audio/video feature at music concert 352
Level of agreement that a university/College should announce a policy .703

regarding mobile phone usage?
Do you have mobile phone? 137
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