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DEDICATION 
 

 

The Tenth Islamic Countries Conference on Statistical Sciences, including this Proceedings are 

dedicated to the memory of Mir Maswood Ali (photo above), Professor Emeritus of Statistics at 

the University of Western Ontario. The following is an Obituary, written by his brother Mir 

Masoom Ali, George and Frances Ball Distinguished Professor Emeritus of Statistics, Ball State 

University: 

Mir Maswood Ali, 80, Professor of Statistics Emeritus, University of Western Ontario and a 

brilliant statistician of Bangladeshi origin, died August 18, 2009 in London, Ontario, Canada due 

to pulmonary complications. It is my great honor and privilege to write this obituary for my older 

brother who was very dear to me and who had tremendous influence on my career.  

Ali received his B.Sc. degree in Mathematics in 1948 and his M.Sc. degree in Statistics in 

1950 both from the University of Dhaka. He belonged to the first batch of graduate students in 

statistics and had obtained first class and secured the highest mark for which he was awarded a 

gold medal. He served as Lecturer in the Department of Statistics at Dhaka University from 1950 

to 1952. He then worked from 1952 to 1957 as an Actuarial Assistant at Norwich Union Life and 

Canada Life. In 1958, he obtained a second Master’s degree in Actuarial Science at the 

University of Michigan and worked there as a Teaching Fellow until 1959. He then went to the 

University of Toronto where he obtained his Ph.D. degree in Statistics in 1961 under the 

supervision of D. A. S Fraser after merely two years of studies. He then joined the Mathematics 

Department at the University of Western Ontario (UWO) in London, Ontario, Canada as 

assistant professor in 1961. He was the first faculty member in statistics in the department and 

was quickly promoted to the rank of associate professor in 1963 and to full professor in 1966 and 

he remained there until his retirement in 1994 when he was named Professor Emeritus. Ali had 

developed the graduate and undergraduate programs in statistics in his department and he was 

instrumental in the creation of a separate Department of Statistics and Actuarial Sciences at 

UWO. 
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He supervised 15 Ph.D. students, a number of whom are now well-known statisticians and 40 

Master’s theses. He published in leading statistical journals such as the Annals of Mathematical 

Statistics, the Journal of the Royal Statistical Society, the Journal of Multivariate Analysis, the 

Pacific Journal of Mathematics, and Biometrika, to name a few. His research interests encompass 

many areas of Statistics and Mathematics, including order statistics, distribution theory, 

characterizations, spherically symmetric and elliptically contoured distributions, multivariate 

statistics, and n-dimensional geometry and his two highly rated papers are in geometry which 

appeared in the Pacific Journal of Mathematics. 

He was a man of strong principle. He was also a very decent and humble man who never 

sought recognition for anything that he did or achieved. He was a dedicated family man and he 

devoted lot of his time to his own family. He left behind his loving wife of 47 years Surayia, and 

eight grown children, Rayhan, Yasmin, Selina, Sharmeene, Sadek, Nasreen, Ayesha, and Adnan, 

and seven grandchildren. His youngest daughter Ayesha followed his father’s footsteps and now 

teaches statistics at the University of Guelph in Canada. 

Mir Maswood Ali was my immediate older brother and it was due to his influence that I got 

into statistics as a student in 1953. He was a great mentor, a great teacher and a friend and he was 

all that I wanted to be in life. I will miss him dearly. 

 

In loving memory of my brother, 

Mir Masoom Ali  

George and Frances Ball Distinguished Professor Emeritus 

Ball State University, Muncie, Indiana, USA 

Excerpted from IMS Bulletin, Vol. 38, Issue 9, 2009 
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PREFACE 

 
The Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X) was held during the 

period December 20-23, 2009 at the brand new campus of The American University in Cairo 

(AUC), in New Cairo, Egypt. The ICCS-X was organized by the Islamic Countries Society of 

Statistical Sciences (ISOSS) and cosponsored by AUC and the Egyptian Cabinet Information and 

Decision Support Center (IDSC).  

The collaboration between a governmental organization, represented in IDSC, and a private 

non-for-profit university, represented in AUC, in sponsoring such an international conference 

has proven to be a very effective and mutually beneficial joint effort. The conference, which 

brought together researchers and practitioners in statistical sciences from 32 countries all over 

the world, was open to all people interested in the development of statistics and its applications 

regardless of affiliation, origin, nationality, gender or religion.  

The theme of the ICCS-X was Statistics for Development and Good Governance. As can be 

seen in this Proceedings, three Discussion Panels “Public Opinion Polling and Good 

Governance,” by Prof. Magued Osman, IDSC, “Measuring the Unmeasurable,” by Dr. Anis 

Yusoff, National University of Malaysia, and “Indicators and Politics,” by Prof. Ali S. Hadi, 

AUC, have been devoted entirely to this theme. Other papers dealt with various broad topics in 

statistics theory and its applications. As a result, ICCS-X has attracted a distinguished team of 

speakers giving more than 190 presentations.  

These proceedings do not contain all articles that have been presented at the conference. 

Only articles that have undergone and passed peer reviews are included. The reviews have taken 

into consideration both the quality of the paper and the quality of the presentation at the 

conference. These Proceedings contain 29 abstracts and 85 complete papers. The papers were 

arranged alphabetically according to the first author. Due to the large size, these proceedings are 

split into two volumes; Volume I and Volume II. 

Organizing a conference requires a lot of effort by many people, collaboration, coordination, 

and paying attention to very small details. We would like to thank all organizers and participants 

of the conference. We are particularly grateful to Prof. Jef Teugels, Catholic University of 

Leuven, Belgium and the current President of the International Statistical Institute for giving the 

opening keynote talk despite his very busy schedule. We are also thankful to Prof. Kaye E. 

Basford, University of Queensland, Australia, Prof. Jim Berger, Duke University, USA and 

former President of the Institute of Mathematical Statistics, and Prof. Edward J. Wegman, 

George Mason University, USA for giving the other three keynote talks. In addition to the four 

keynote talks and the three panel discussions, the program included nine invited sessions and 20 

contributed sessions. According to feedback from participants, the conference was a great 

success. 

We are also grateful for the following referees who devoted the time and effort to review 

these articles: Dr. Mina Abdel Malek, Dr. Maged George, Dr. Mohamed Gharib, Dr. Ramadan 

Hamed, Dr. Mohamed Ismail, Dr. Hafiz Khan, Dr. Mohamed Mahmoud, Dr. Nadia Makary, Dr. 

Amani Moussa, Dr. Abdel Nasser Saad, Dr. Kamal Selim, Dr. Tarek Selim, Dr. Zeinab Selim, 

and Dr. Mark Werner. 

The Conference was organized by three Committees: the Scientific and Program Committee 

(Chair: Ali S. Hadi and Co-Chair: Zeinab Amin), the International Organizing Committee 

(Chair: Shahjahan Khan), and the Local Organizing Committee (Chair: Magued Osman and Co-

http://www.isoss.com.pk/
http://www.isoss.com.pk/
http://www.idsc.gov.eg/
http://www.idsc.gov.eg/
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Chair: Zeinab Amin). The members of these committees are given on page xv. Each of these 

committees has worked tirelessly for the organization of this conference. We are indebted to 

each and every one of them. We have also benefited from the contributions of the ISOSS 

Headquarters and in particular the President of ISOSS Prof. Shahjahan Khan. Prof. Mohamed 

Ibrahim has generously shared with us his valuable experience in the organization of the ICCS-

IX Conference that was held in Malaysia in 2007. 

Prof. Wafik Younan helped in putting together the Local Organizing Committee (LOC), 

which consists of members from several Egyptian universities and government agencies 

including Ain Shams University, Al-Azhar University, The American University in Cairo, Cairo 

University, CAPMAS, Helwan University, and IDSC. Over the 15 months prior to the 

conference, the LOC has held monthly meetings at Cairo University’s Institute of Statistical 

Studies and Research, where Dr. Amani Moussa and Dr. Mahmoud Riyad were the primary 

hosts.  

Dr. Wafik Younan also served as the Treasurer. We are very grateful for the following 

organizations for their financial and other support: AUC, the Egyptian Ministry of Tourism, 

IDSC, the Islamic Development Bank. Mr. Amr Agamawi of IDSC was instrumental in fund 

raising and administrative activities and has so ably taken care of various logistics and attention 

to details. Dr. Mostafa Abou El-Neil, Mr. Waleed Gadow, and the multimedia team of IDSC, 

were responsible of the design and printing of various publications including posters, brochure, 

and the Book of Abstracts. Eng. Medhat El Bakry, Eng. Ibrahim Hamdy, Eng. Ahmed Khalifa, 

the information system and communication team of IDSC, and Eng. Mai Farouk, of AUC, were 

responsible of maintaining and updating the website of the conference. Lamyaa Mohamed Sayed 

prepared the list of contributors. Finally, the staff at the Office of AUC’s Vice Provost (Samah 

Abdel-Geleel, Basma Al-Maabady, Sawsan Mardini, Dahlia Saad, and Nancy Wadie) helped 

with the correspondence and various other organizational details. We apologize if we left out 

some of the people who have provided us with help. This omission is, of course, not intentional. 

 

Zeinab Amin and Ali S. Hadi, Joint Editors 

Cairo, Egypt 

July 2010 
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1
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Leiden, The Netherlands 
3
 Australian Centre for Plant Functional Genomics, Brisbane 4072, Australia 

4 
International Maize and Wheat Improvement Center (CIMMYT), APDo. Postal 6-641, 06600 

México, D.F., Mexico 

 

 

ABSTRACT 

 

Long-term plant breeding programs generate large quantities of genealogical, genotypic, 

phenotypic and environment characterization data.  Marker-trait association studies are 

commonly used to integrate and represent such data, but the results are context dependent, as 

trait associated markers depend on the germplasm investigated, the environments in which they 

are studied, and the interaction of genotype and environment. The concept of a trait-associated 

marker block, defined as markers in a linkage disequilibrium block that show significant 

association with a trait, can be used to reduce the number of trait-associated markers, control 

family-wise error rate and address non-independency of markers in association analysis.  A 

Phenome Atlas can be constructed as a collection of diagrammatic representations of 

chromosome regions that affect trait inheritance (phenome maps) to document the patterns of 

trait inheritance across the genome.  These maps demonstrate the complexity of the genotype-to-

phenotype relationships and the context dependency of marker trait association patterns.  This 

methodology is illustrated using the Wheat Phenome Atlas which represents the results of a 

genome wide association study of 20 economically important traits from the first 25 years of an 

international wheat breeding program.  Three-way principal component analysis can be used to 

obtain information about which genotypes carry favorable trait-associated marker block 

combinations, which marker blocks discriminate among genotypes and which marker block 

combinations are available for any given combination of genotypes and traits.  Different patterns 

of marker trait association profiles are observed when analyzing the same genotypes for different 

marker blocks and trait combinations and for data obtained from different combinations of 

environments.  These results emphasize the context dependency of association studies.  
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BAYESIAN ADJUSTMENT FOR MULTIPLICITY 

 

Jim Berger 

Department of Statistical Science 

Duke University, Durham, NC 27708-0251, USA 

Office: 221 Old Chemistry Building  

E-mail: berger@stat.duke.edu  

Statistical and Applied Mathematical Sciences Institute  

P.O. Box 14006, Research Triangle Park, Durham, NC 27709-4006  

Office: 262 NISS Building  

E-mail: berger@samsi.info  

 

ABSTRACT 

 

Issues of multiplicity in testing are increasingly being encountered in a wide range of disciplines, 

as the growing complexity of data allows for consideration of a multitude of possible hypotheses 

(e.g., does gene xyz affect condition abc); failure to properly adjust for multiplicities is possibly 

to blame for the apparently increasing lack of reproducibility in science. 

 

Bayesian adjustment for multiplicity is powerful, in that it occurs through the prior probabilities 

assigned to models/hypotheses, and is thus independent of the error structure of the data - the 

main obstacle to adjustment for multiplicity in classical statistics. Not all assignments of prior 

probabilities adjust for multiplicity, however, and it is important to understand which do and 

which don't. These issues will be reviewed through a variety of examples. 

 

If time permits, some surprises will also be discussed, such as the fact that empirical Bayesian 

approaches to multiplicity adjustment can be flawed. 

 
 

 

EXTREME VALUE THEORY - A TUTORIAL 

 

Jef L. Teugels 

Katholieke Universiteit Leuven & EURANDOM, Eindhoven 

 

Jan Beirlant 

University Center of Statistics, Katholieke Universiteit Leuven 

Goedele Dierckx, HUBrussel 

E-mail: jef.teugels@wis.kuleuven.be 

 

ABSTRACT 

 

Extreme value theory is still a much underrated part of statistics. In complexity, it compares 

favorably to classical central limit theory that also depends on the theory or regular variation. For 

example, the possible limit laws for the maximum of a sample (the extreme value laws), are 

determined by a simple relation that depends on a single parameter, the extreme value index  . 

http://www.stat.duke.edu/
http://www.duke.edu/
mailto:berger@stat.duke.edu
http://www.samsi.info/
mailto:berger@samsi.info
mailto:jef.teugels@wis.kuleuven.be
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In the case where 0 , the statistical estimation of this index is often done by a Hill-type 

estimator that uses a number of the largest order statistics. But alternatives are available. 

 

We illustrate the results with a number of examples from environmental sciences, from geology 

and from insurance, especially from catastrophe modeling. 

 

Many results can be found in a textbook J. Beirlant, Y.Goegebeur, J. Segers and J.L. Teugels, 

Statistics of Extremes, Wiley, 2004. 

 

 

 

MASSIVE DATA STREAMS AND CITIZEN SCIENCE 

 

Edward J. Wegman 

Center for Computational Statistics 

George Mason University 

368 Research I, Ffx, MSN: 6A2 

E-mail: ewegman@gmu.edu 

 
ABSTRACT 

 
Science has traditionally been built on two major paradigms: Theory and Experiment. These are 

often believed to be complementary one feeding into the other. More recently, Computation has 

become a third paradigm, i.e. exploring the possibility space computationally in a way that could 

never be done without modern computing resources. In some way Computation partially 

replaces, but also augments Experiment. The Google experience suggests that there is yet 

another paradigm emerging. This is a data centric perspective, where masses of data almost 

replace Theory, or, more precisely Massive Data partially replaces, but also augments, Theory 

with much the same relationship between Computation and Experiment. In this talk, I will give 

some examples of massive data streams including data coming from the Large Synoptic Survey 

Telescope. This instrument is expected to generate 100 petabytes of images of 50 billion 

astronomical objects. Classification of such objects is a task beyond both any single team and 

beyond the most sophisticated machine learning algorithms. There is no substitute for the human 

eye-brain classifier. Using the Internet, enthusiastic citizens can be drawn into the process of 

classifying these objects. Some examples of citizen science will be illustrated. 

 

mailto:ewegman@gmu.edu
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PANEL 1: PUBLIC OPINION POLLING AND GOOD GOVERNANCE 

 

KNOWLEDGE MANAGEMENT TO BUILD TRUST IN GOVERNMENT 

INSTITUTIONAL AND REGULATORY FRAMEWORK ISSUES 

 

Magued Osman 

Chairman, Information and Decision Support Center 

The Egyptian Cabinet 
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Moderator: 
Dina Al Khawaja, Regional manager of research unit, Ford Foundation 

 

Discussants: 
Hafez Al Mirazi, Director of the Kamal Adham Center for Journalism Training and Research, 

The American University in Cairo, P.O.Box 74, New Cairo 11835, Egypt 

Jennifer Bremer, Chair, Public Policy and Administration Department, School of Public 

 Affairs, The American University in Cairo, P.O.Box 74, New Cairo 11835, Egypt 

 

ABSTRACT 

 

Since the late eighties and early nineties, the world has been witnessing a change in paradigm. A 

new values system based on empowerment, participation, accountability and transparency are 

replacing traditional institutional and regulatory frameworks of rule and knowledge 

management.   The early nineties witnessed a revival in demand to "reinvent government" in a 

way to make it more effective, more democratic, and more transparent. The concept of 

"governance" hence emerged.  

 

The United Nations Development Program defined governance as the exercise of economic, 

political and administrative authority in managing a country's affairs at all levels.  It embraces 

the mechanisms, processes and institutions through which citizens and groups articulate their 

interests, exercise their legal rights, meet their obligations and mediate their differences. This 

definition implies that public policies are a result of formal and informal interactions between the 

different actors in society. Therefore, governance is not only about how government conducts 

business in its own sphere, but also how it interacts with civil society. It illustrates how well 

government encourages and facilitates people's participation, not only in the delivery of services 

but also in the evaluation and monitoring of government performance. The achievement of good 

governance – according to the UNDP definition – requires equitable participation of all 

stakeholders, so that they influence policy making, setting policy agenda, and allocation of 

resources.  It also requires the free flow of information so that transparency and accountability 

mailto:magued_osman@idsc.net.eg
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are promoted. Moreover, good governance is effective and equitable, and it promotes the rule of 

law.  It ensures that political, social and economic priorities are based on broad consensus in 

society and that the voices of the poorest and the most vulnerable are heard in decision- making 

over the allocation of development resources. 

 

During the past few years, the Egyptian government has increasingly realized the importance of 

good governance as in making effective and efficient decisions. Various efforts were taken 

towards providing an institutional and regulatory framework that facilitates and promotes public 

participation in policy making. This paper examines the efforts of, The Egyptian Cabinet's 

Information and Decision Support Center (IDSC) to instill mechanisms and tools aimed at 

achieving accountability and transparency. More specifically, the paper highlights the efforts 

undertaken by the IDSC to enhance public polling mechanisms as an indispensable strategy 

towards achieving such goals.  In July 2003, IDSC established the Public Opinion Poll Center 

(POPC) with the aim of increasing citizens’ participation, strengthening the principle of 

citizenship rights and supporting the democratization process.  

 

 

PANEL 2: MEASURING THE UNMEASURABLE 

 

CORRUPTION PERCEPTION 

 

Anis Y. Yusoff 

Principal Research Fellow, Institute of Ethnic Studies (KITA),  

National University of Malaysia 

Member of the Advisory Panel of the Corruption Prevention and Advocacy of the Malaysian 

Anti Corruption Commission (MACC) 

E-mail: anis.yusoff@gmail.com 

 

Moderator: 

Mostafa Kamel El Sayed, Professor of Political Science, Cairo University 

 

Discussants: 

Nadia Makary, Professor of Statistics, Cairo University 

Andrew Stone, World Bank 

 

ABSTRACT 

 

Corruption is a multifaceted social, political and economic phenomenon that is prevalent in all 

countries in varying degrees. There is no worldwide consensus on the meaning of corruption. In 

literature, corruption is usually defined as the exploitation of public power for private gain. 

Although this definition has been broadly adopted, several critics have observed that such a 

definition is culturally biased and excessively narrow (UNDP 2008). The fundamental question 

is: is it possible to measure corruption, and if so, how? Corruption is a variable that cannot be 

measured directly. However, the number of indices focused on corruption measurement has 

grown exponentially over the past decade. They range from some of the more established and 

widely used indicators like Transparency International’s (TI) Corruption Perceptions Index (CPI) 

mailto:anis.yusoff@gmail.com
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and the World Bank’s Worldwide Governance Indicators (WGI), to newer generation of 

measurement and assessment tools like TI’s Global Corruption Barometer and Global Integrity’s 

Global Integrity Index. This paper seeks to discuss some of these issues, in particular to highlight 

on TI-CPI and where Muslim countries are ranked in that index. This paper provides an 

overview of selected international corruption indices as well as an alternative measurement 

system which will give a more positive approach to measuring corruption and in creating an 

early warning system for any potential gaps for corruption to take place. This paper also alludes 

to explain areas that are not discussed when one argues on anti-corruption issues which are more 

difficult to measure and help to provide some solutions. 

 

 

PANEL 3: INDICATORS AND POLITICS 

 

STATISTICS FOR GOOD GOVERNANCE: THE IBRAHIM INDEX FOR AFRICAN 

GOVERNANCE (STATISTICAL CHALLENGES AND LIMITATIONS) 

 

Speaker: Ali S. Hadi 

Department of Mathematics and Actuarial Science, 

The American University in Cairo, P.O.Box 74, 

New Cairo 11835, Egypt 

E-mail: ahadi@aucegypt.edu 

 

Moderator: 

Lisa Anderson, Provost, The American University in Cairo, P.O.Box 74, New Cairo 11835, 

Egypt 

 

Discussants: 

Lisa Anderson, Provost, The American University in Cairo, P.O.Box 74, New Cairo 11835, 

Egypt 

Stephen Everhart, Associate Dean, School of Business, The American University in Cairo, 

P.O.Box 74, New Cairo 11835, Egypt 

Nabil Fahmy, Ambassador and Dean, School of Public Affairs, The American University in 

Cairo, P.O.Box 74, New Cairo 11835, Egypt 

 

ABSTRACT 

 

The Ibrahim Index of African Governance (IIAG) is a comprehensive ranking of the 53 African 

nations according to governance quality. It assesses national governance using 84 criteria 

(variables). The criteria capture the quality of services provided to citizens by governments. The 

IIAG aims to (a) provide a tool for civil society and citizens to hold governments to account, (b) 

stimulate debate on governance, in particular by providing information about leadership 

performance, and (c) provide a diagnostic framework to assess governance in Africa. Details can 

be seen at the Ibrahim Foundation Website: www.moibrahimfoundation.org. This talk describes 

how the IIAG is constructed and discusses some of its statistical challenges and limitations. 

Recommendations for improving the index are also offered. 

mailto:ahadi@aucegypt.edu
http://www.moibrahimfoundation.org/
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Ph.D Student, Population Studies and Demography 
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South Africa 
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ABSTRACT 

 

Ageing is increasingly becoming a global phenomenon.  In sub-Saharan Africa, South Africa 

has one of the fastest growing elderly populations.  These people have been faced with 

numerous social and economic challenges resulting from the disintegration of the traditional 

family systems in the era of the HIV/AIDS pandemic.  This study investigated the problems 

faced by the elderly in South Africa in the era of HIV/AIDS.  This was a cross-sectional 

study using both quantitative and qualitative methods.  Quantitative data was collected from a 

sample of 506 households randomly selected from both rural and urban areas. Data analysis 

was done using chi-square and the Master sheet analysis framework. The study found that the 

elderly experienced several problems which were aggregated by HIV/AIDS.  These problems 

were different between rural and urban areas. The main problems identified include income 

poverty, poor health, inadequate food resources and low self-esteem.  HIV/AIDS related 

problems experienced by the elderly include care of both their own sick children and their 

grandchildren.  The most mentioned care needs were identified as healthcare, clothing, 

education, food and emotional support. Older women were found to provide the bulk of the 

care for their adult children and their grandchildren.  In the light of these findings, the study 

recommends improvements in the welfare scheme for the elderly, free health care and 

mailto:paulgigs@yahoo.com
mailto:Ishmael.KaluleSabiti@nwu.ac.za
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education for affected families and a nutrition support programme for people infected and 

affected by HIV/AIDS. 

 

1. INTRODUCTION 

 

The global rapid growth of the elderly population has created an unprecedented demographic 

revolution, which started in the most developed countries at the beginning of the 19
th

 century 

(United Nations, 2002). This was mainly as a result of the demographic transition 

characterized by significant reductions in fertility and mortality especially among infants and 

children.  The reduction in mortality was occasioned by the epidemiologic transition as well 

as improved nutrition, improvement in health care, education and income (Ramashala, 2002; 

Mba, 2007).  This phenomenon is now being experienced in much of the developing 

countries including those in sub-Saharan Africa.  

The number of older people in Africa alone will be between 204 million and 210 million 

by the year 2050 (Help Age International, 2002).  The rise in the overall proportion of the 

elderly populations in this poor world region is likely to create new challenges for the future.  

The lack of social security and the devastating effects of emerging and re-emerging diseases 

is likely to make the situation of the elderly worse in a region which has greatly relied on the 

traditional family structure as a safety net for the care of the vulnerable including the elderly.  

South Africa is one of the few sub –Saharan African countries with the highest proportions of 

the older populations with nearly 7 percent aged 60 years and above and is expected to rise to 

nearly 10 percent by 2025 (Kinsella and Ferreira, 1997; Ferreira and Van Dongen, 2004; 

Velkoff and Kowal, 2007:10).  Most of the elderly in these countries live in rural areas where 

services and resources to reduce address vulnerability to aging remain low. 

In the era of HIV/AIDS the situation of the elderly population has further deteriorated. In 

the past two decades or so several households have lost their breadwinners to the pandemic, 

with the elderly having to stay at home to look after relatives that are sick. The health sector 

has also been put under enormous strain with the demand for care for those living with HIV 

rising (Kanab us et al., 2007:2).  The rising HIV prevalence rates among pregnant women and 

in the general population in five of the country‟s nine provinces namely KwaZulu Natal, 

Gauteng, Free State, Mpumulanga and North West now estimated at over 25% is likely to 

make the situation worse.  It is estimated that 5.3 million South Africans were living with 

HIV at the end of 2002, which indicates that AIDS deaths are expected to continue rising. 

The most devastating consequences of the HIV/AIDS pandemic arise not simply because 

many people die but because the deaths occur mainly among adults between the ages of 25 

and 45 years, who are expected to support families including the elderly, thereby leading to 

poverty and sometimes destitution not only among the elderly, but also among children.  

Poverty is one of the biggest concerns that older people face and therefore a threat to their 

overall well being (UNFPA, 2002: 29). Only a few sub-Saharan countries like South Africa, 

Namibia and Botswana offer a pension to their elderly citizens which is not adequate because 

it is shared among extended family members, most of whom are unemployed (Economic 

Commission for Africa, 2001:2; Moller and Ferreira, 2003:25)) and some of them are 

infected with HIV/AIDS. 

Accordingly the elderly people have now assumed the role of caregivers, having to take 

care of their grandchildren and at the same time, look after their sick children. A number of 

studies indicate that in sub-Saharan Africa, older people, especially older women, irrespective 

of the situation, care for the majority of orphans. In South Africa 40 percent of orphaned 

children are living with their grandparents (Nhongo, 2004:4) depending on the pensions of 

the elderly.  Despite the inadequacy of pensions, it is an important source of livelihoods to the 

elderly and their children and grandchildren (Charlton, 2000:3). 
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One of the biggest impacts of the pandemic is the financial implication on the elderly who 

have to assume the role of providing for the orphaned children.  Because household income 

falls between 48% and 78% when a Household member dies from HIV/AIDS, which 

excludes the cost of funerals (Drimie, 2002:11), social pensions become a lifeline to elderly 

headed households and their grandchildren (Help Age International, 2004; Booysen et al, 

2004:5). Without the pensions the situation of these children would be that of abject poverty 

as the money is required to provide clothes, bedding and education are some of the needs that 

the elderly were unable to adequately provide due to lack of funds (Help Age International, 

2002; 2007).  Furthermore, the needs of People Living with AIDS (PWA) tend to be difficult 

to meet because they require nutritious food, drugs and money for regular hospital visits, 

which are very expensive. Other demands include clean water, which in some countries may 

not be easily accessible, especially in rural areas. 

The psychological impact of the pandemic on the elderly has also compounded their 

socio-economic problems. Providing care to people with AIDS (PWA) can be very stressful 

because of the unpredictability of the infection, uncontrollability of the HIV/AIDS symptoms 

and the debilitating effects of the disease. (WHO 2002:15). This activity can be a 24-hour 

shift, requiring the caregiver to fulfil roles of confidante, chauffeur, and housekeeper and in 

the case of the elderly, a parent (Nova Scotia, 2004; UNFPA: 2002:43). The loss of a child as 

the main source of support and the inability to care for their grandchildren can lead to 

increased stress levels, depression and sadness (Help Age International, 2004:14; 2007:8). 

This has affected the health of the elderly (Essop; 2006:1).  The fear of the future of 

grandchildren also contributes to stress suffered by the elderly due to the stigma associated 

with the disease (Help Age International 2004:15; WHO, 2002:14).  This paper therefore 

explores the rural-urban differences in the problems faced by the elderly in Mafikeng Local 

Municipality of South Africa. 

 
2. METHODOLOGY 

 

2.1 Study Design and Data Collection 

 

Primary sources of data collected using a structured questionnaire through interviews with 

506 elderly households was used.  The elderly were randomly selected from rural and urban 

areas in the Mafikeng Local Municipality. A small pilot study was conducted in order to 

identify any potential problems with the questionnaire design and sampling and all the 

necessary adjustments were done to ensure that the data collected were robust. 

The questionnaire had both a household and an individual section. The individual section 

focused on socio-economic, health, HIV/AIDS and care giving. At the end of the fieldwork 

all questionnaires were evaluated to check for consistency and completeness. Furthermore, 

focus group discussions were also conducted in both urban and rural areas.   

 

2.2 Ethical Considerations 

 

Permission was sought from the North West Provincial Department of Social Development to 

conduct this study. Local councillors and chiefs were also consulted and their support was 

sought in conducting the study.  Informed consent was also obtained from the elderly 

respondents, before administering interviews and the confidentiality of data collected was 

ensured by not using the identity of the source of data and using the data for purposes for 

which it was collected. 
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2.3 Data Analysis 

 

The unit of analysis was the elderly person. Elderly persons were defined as those men and 

women age 60 years and older.  Two separate analyses were performed. The first used 

statistical approaches to examine the characteristics of the elderly and assess the level of 

association between identified indicators of social problems they experienced by place of 

residence using the chi-square statistic. The Chi-square statistic was chosen because of the 

categorical nature of the data collected.  The second analysis was a qualitative FGD analysis 

which used the master sheet framework to identify the main problems faced by the elderly.  

The qualitative data was used to corroborate and explain the quantitative results. 

 

3. RESULTS 

 

3.1 Characteristics of the Elderly 

 

The results of the study are presented in two parts.  The first part presented the characteristics 

of the elderly from whom data was collected and this is presented in Table 1.  The second 

part presents data in Tables 2 and 3, on the economic, health and psychological problems 

associated with HIV/AIDS reported by the elderly.  

Table 1 presents the socio-economic and demographic characteristics of the elderly by 

gender. The table shows that most of the elderly were aged between 60 and 69 years and as 

expected the proportion of the elderly decreased with increasing age for both sexes.  There 

are more elderly females in the oldest ages of 80 or older.  As expected, the majority of the 

elderly had 4-6 children and 66.8%, representing the majority, reported that they have 

experienced mortality among their children. Table 1 also shows that the majority of the 

elderly live in rural (74%) compared to 27% in urban areas.  Regarding marriage, 44% of the 

elderly were widowed, and most of those widowed were women.  About 37% were married 

and living together and only about 6% were divorced. 

 

3.2 Economic and Social Conditions of the Elderly 

 

Table 2 presents the economic conditions of the elderly by place of residence.  Economic 

conditions were reported by the elderly as some of the main problems they faced in the era of 

HIV/AIDS.  A significant percentage of the elderly (58.3%) reported they were responsible 

for the provision of food and other essentials in their household. More (60%) rural elderly 

compared to urban (52.2%) elderly reported they provided their needs and that of their 

households.  Regarding the main source of income, 79.6% of the elderly, of which the 

majority (85.8%) in rural areas and 62.7% in urban areas depended on government pensions.  

Most of these reported they did not have alternative sources of support. 

However, the majority of the elderly, 67.4% reported their standard of life was good and 

only 16% reported that their standard of living was poor.  As expected, most elderly people 

who reported their standard of living as good were in urban areas.  Conversely most of those 

who reported their standard of living as poor were in rural areas, where the impact of 

HIV/AIDS is expected to be greatest.  The majority of the elderly (75.9%) reported they 

cannot save any of their pension money or other incomes.  Most of the elderly, nearly 48%, 

of which nearly 50% and 36% live in rural and urban areas respectively reported that having 

large households is one of the main reasons for their inability to save.  Most of the people 

living on the pensions of the elderly were young children. 
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Table 1 Socio economic and Demographic characteristics of elderly by Gender 

Characteristics of respondents 

Gender Total 

Male Female        Col % 
     

Number 
 Age 60-69 50.3 52.2 51.6 261 

70-79 33.9 26.9 29.2 148 

80 15.8 20.9 19.2 97 

Total 100.0 100.0 100.0 506 

Number of 
Children ever had 

0 4.1 5.4 4.9 25 

1-3 32.7 32.2 32.4 164 

4-6 39.2 37.6 38.1 193 

7 24.0 24.8 24.5 124 

Total 100.0 100.0 100.0 506 

Children dead Yes 56.7 71.9 66.8 338 

No 43.3 28.1 33.2 168 

Total 100.0 100.0 100.0 506 

Place of residence Urban 23.4 28.1 26.5 134 

Rural 76.6 71.9 73.5 372 

Total 100.0 100.0 100.0 506 

Marital status Married/together 62.0 23.9 36.8 186 

Divorced 7.0 5.4 5.9 30 

Widow/widower 22.2 55.8 44.5 225 

Never married 8.8 14.9 12.8 65 

Total 100.0 100.0 100.0 506 

 

 

Table 2 Economic conditions of the elderly by place rural-urban residence 

Economic characteristics  

Place of residence                         Total 

       Urban        Rural        Col % 
 
      Number 

Provider of food 
and household 
needs 

  
  

Self 52.2 60.5 58.3 295 

Spouse/partner 31.3 12.1 17.2 87 

More than one 
person 16.4 27.4 24.5 124 

Total 100.0 100.0 100.0 506 

Main source of 
income 
  
  
  

Salaries and wages 9.0 6.7 7.3 37 

Gov't pension 62.7 85.8 79.6 403 

Private pension * 20.9 3.5 8.1 41 

Other 7.5 4.0 4.9 25 

Total 100.0 100.0 100.0 506 

Standard of living  
  
  

Good 77.6 63.7 67.4 341 

Better 17.2 16.4 16.6 84 

Poor 5.2 19.9 16.0 81 

Total 100.0 100.0 100.0 506 

Save money 
  

Yes 53.9 14.3 24.1 112 

No 46.1 85.7 75.9 353 

Total 100.0 100.0 100.0 465 

Reasons for not 
saving 

Inadequate pension 45.3 22.0 25.5 90 

Debt payment 18.9 28.3 26.9 95 

Large households 35.8 49.7 47.6 168 

Total  100.0 100.0 100.0 353 
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Table 3 Health Status of elderly by Place of Residence 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3 Health Conditions of the Elderly 

 

In Table 3 data on the health status of the elderly is presented.  As expected a significant 

percentage of the rural elderly reported that their health was bad (32%) compared to only 

15% in urban areas.  Overall urban elderly have a better health status than rural elderly.   The 

majority of the elderly reported that they experienced moderate problems in conducting 

household chores.  Only 11.3% reported that they experience severe difficulties in conducting 

their household chores.  Regarding the food status of the elderly, only 22.7%, of which 27.2% 

were in rural areas reported that they experienced problems of food leading to frequent 

starvation.  This is compounded by the presence of sick and young children in the household. 

 

3.4 HIV/AIDS Care and Support 

 

Data on HIV/AIDS is presented in Table 4 and it shows that 25% of the elderly reported that 

they have ever lost a household member to HIV/AIDS.  Slightly more rural elderly reported 

they lost a household member to HIV/AIDS than the urban elderly.  Furthermore, 19% of the 

elderly reported that they were the main care provider in their households.  More elderly 

people in rural areas (21.2%) reported they were the main care providers in their households 

than in urban areas (13.4%).  

The elderly also provided other needs to those sick of HIV/AIDS including moral support 

(24.7%), Comfort for the sick (12.4%) and financial support (25.8%).  The most serious 

problem faced by the elderly is the provision of care for their grand children.  Many of the 

elderly reported that the child support grants offered by the government did help to cover the 

needs of children. One of these is the rising cost of education.  One elderly woman 

commented said: “This child grant we receive is barely enough to send my grandchildren to 

school. Soon they will have to stop going altogether because of the rising cost of education”. 

Most urban elderly caregivers complained that the purchase of basic necessities was 

expensive and with little or no support at all, it was becoming extremely difficult to provide 

for themselves and their households.  

“I have to pay rent for this house amongst so many other expenses I have. The pension I get 

cannot cover everything.” said an elderly woman. 

Health indicators 

Place of residence                      Total 

       Urban         Rural        Col % 
      

    Number 
Health status Good 22.4 18.3 19.4 98 

Moderate 62.7 50.0 53.4 270 

Bad 14.9 31.7 27.3 138 

Total 100.0 100.0 100.0 506 

Difficulty 
carrying out 
household 
activities 

None 61.2 35.5 42.3 214 

Moderate 29.1 52.7 46.4 235 

Severe 9.7 11.8 11.3 57 

Total 100.0 100.0 100.0 506 

Starving elderly Yes, often 10.4 27.2 22.7 115 

No 89.6 72.8 77.3 391 

Total 100.0 100.0 100.0 506 
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Table 4 Impacts of HIV/AIDS on elderly by place of Residence 
 

  Place of residence                      Total  

         Urban         Rural        Col % 
      

    Number 
Any household 
members lost to 
HIV/AIDS 

Yes 
19.8 27.1 25.1 118 

  No 80.2 72.9 74.9 353 

Total 100.0 100.0 100.0 471 

Elderly main care 
provider 
  

Yes 13.4 21.2 19.2 97 

No 86.6 78.8 80.8 409 

Caring orphans Education 23.5 8.3 11.2 10 

Health 23.5 15.3 16.9 15 

Basic necessities 41.2 54.2 51.7 46 

All the above 11.8 22.2 20.2 18 

Health needs of 
terminally ill 

Financial support 11.8 29.2 25.8 23 

comfort, motivation 29.4 8.3 12.4 11 

Moral support 41.2 20.8 24.7 22 

Free medication 17.6 41.7 37.1 33 

Total 100.0 100.0 100.0 506 

 

 

Nearly all caregivers have indicated that they have been financially drained by the unforeseen 

circumstances of providing for their grandchildren. Their pensions and child grants are 

simply inadequate to provide all the needs required. “I wish the government can at least 

subsidize school fees for our children. At least we may be able to save. Our situation would 

be much better like before” Complained an elderly woman.  

In desperate situations some elderly reported they have to go to their colleagues for 

assistance with the basic necessities like food to feed the young ones. This has prevented 

most caregivers from being destitute. Most elderly caregivers would prefer if they went 

hungry. A rural 63 year old elderly caregiver put her situation thus:  

“I don’t know how I can adequately provide for my grand children. They won’t be able to go 

to school because I have no money”. 

Psychological problems were also reported by the elderly as some of the main problems 

they experienced in caring for children which often left them stressed and frustrated.  A 65 

year old elderly urban woman indicated that looking after children, especially those affected 

by HIV is very stressful.  She reported that her experiences with her grand children are quite 

difficult saying: “I have two young grand children, one three year old girl and the other five 

year old boy. The girl cries a lot, which irritates me a lot but I have to be patient and take 

time to keep her quiet” 

However, none of the elderly care givers reported suffering discrimination due to their 

care-giving activities. This may be due to the fact that people are increasingly beginning to 

better understand how HIV/AIDS was spread, thus minimizing the stigma surrounding the 

disease. Also they get community support for their efforts in taking care of their sick adult 

children and orphaned children. It is a known fact that grand children are usually left in the 

hands of their grandparents particularly those staying in rural areas. 
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4. DISCUSSION AND CONCLUSIONS 

 
This paper examined the problems faced by the elderly in the era of HIV/AIDS. The results 

have shown that most elderly live in poverty and are psychologically stressed leading to a 

poor quality of health.  Irrespective of place of residence, most elderly respondents were not 

in a position to save since the majority relied on government pensions which was the main 

source of sustaining their livelihoods. Most of the elderly receive a government pension of 

less than R1000 as their monthly pension.  This pension is used to support their extended 

families that includes adult children and their grandchildren especially those who are affected 

by HIV/AIDS.  

Providing care for the sick and the orphaned children requires a lot of socio-economic and 

moral support, yet the results in this study show that the elderly, the primary caregivers 

receive no or very little support to care for affected relatives at a time when they also need 

care and support. The support the elderly provide include physical and emotional care of the 

sick, provision of health care, feeding and provision of education to the orphaned children.  

These forms of care require significant financial and emotional resources which most elderly 

caregivers do not have.  In addition, basic necessities like food and clothing were costly to 

provide for themselves as the meagre pension received by the caregivers were stretched to the 

limit.  The recent rise in basic food prices and other commodities may have worsened the 

elderly caregivers‟ situation such that they now got less with the same amount of money.  

This situation may lead to elderly households becoming destitute; orphaned children 

dropping out of school thereby reducing their chances in life and increasing vulnerability to a 

new cycle of HIV/AIDS. 

 

5. RECOMMENDATIONS 

 
These findings have some important policy implications. Support to the elderly and orphans 

require urgent intervention in safeguarding the rights of the elderly people in their 

communities. The South African government has gone some way in creating an older persons 

bill. However this may require additional resources made available to the elderly.  It will also 

require a more robust approach in dealing with the problems of orphan care giving and 

upbringing in the context of HIV/AIDS to reduce greater vulnerability of orphans to the fate 

that befell their parents.  Community and neighbourhood solidarity with the elderly in the 

situation of HIV/AIDS needs to be seriously considered as a means of reducing the stress in 

care of themselves, the sick and orphans.  Efforts to intensify efforts in providing basic 

services particularly health care in the rural areas where most elderly and orphans live should 

be addressed.  The services provided must adequately cater for health needs of the elderly 

who mainly suffer from degenerative diseases with more emphasis place on how to maintain 

a healthy lifestyle. 
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ABSTRACT 

 

This paper discusses findings from the pioneer survey on elder abuse in Malaysia under the 

sponsorship of the Ministry of Science, Technology and Innovation (MOSTI), Malaysia. The 

findings reveal that majority of them live on the edge financially, and dependent on family 

members for support. Furthermore, single living and institutional placement of older persons, 

which have been practice recently, will also lead for societal hidden problem such as elder 

abuse to occur.  

 

1. INTRODUCTION 

 

The full impact of an ageing population will hit Malaysia in 2030, where 15% of her total 

population is projected as older persons by the United Nations (2006). As recorded in 

Population and Housing Census of Malaysia 2000, the number of older persons stands at 1.45 

million, making up about 6.2% of the total population. Pala (2005) noted that the increasing 

size and proportion of the older population is a global trend which will persist well into the 

future. Already, the proportion of elderly population in the country is estimated as 6.9% 

during 2005 and is expected to double 20 years later. This is because of increasing life 

expectancy from 70.8 years to 76.9 during that time other than advancement in medical 

technology. 

With a rapidly growing elderly population, the incidence of elder abuse can be expected 

to increase. Unfortunately, the exact incidence of elder abuse remains a hidden phenomenon 

in the country. As it is most often not reported (Swargerty, Takahashi & Evans, 1999), a true 

nationwide picture of elder abuse cannot be accurately drawn. Despite no organize 

documentation, media reports, journalistic articles and social welfare data; manifest sound 

evidence of elder abuse in the country. However it remains scanty and untold due to lack of 

awareness in its culture.  

Due to limited research and reporting on elder abuse, Institute of Gerontology, UPM (the 

only research entity on aged and ageing in Malaysia) has recognize the need to conduct 

research on the subject entitled „Perception, Awareness and Risk Factors of Elder Abuse of 

Elder Abuse.‟ This two-year research commences in 2007. In the absence of any local data on 

elder abuse (Esther, Shahrul & Low, 2006), primary data from this research should be at least 

able to inspire and facilitate commitment to curb this problem. No doubt there is a lot more to 

be done, this paper can provide an overview of elder abuse in the country. It addresses socio-

demographic profiles of the elderly and types of abuse experienced by them. 

 

2. WHAT IS ELDER ABUSE? 

 

Report of the United Nations Secretary-General, which was presented at the Second Worlds 

Assembly on Ageing defined elder abuse as „a single or reported act, or lack of appropriate 

action occurring within any relationship where there is an expectation of trust, which causes 
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harm or distress to an older person‟. However, the definition of elder abuse varies within 

countries due to norms, values and cultures (American Psychological Association, 2006). 

Similarly, it is most often defined as an action by a person in a position of trust, which causes 

harm to an elder. Across the world, elder abuse has been commonly divided into five main 

categories (Table 1.0). 

 

Table 1  Categories and definition of elder abuse 

Categories of elder abuse Definition 

Physical abuse 

 

The infliction of pain or injury, physical 

coercion, physical/chemical restraint. 

Psychological or emotional abuse The infliction of mental anguish. 

Financial or material abuse The illegal or improper exploitation and/or 

use of funds or resources. 

Sexual abuse Non-consensual contact of any kind with 

an older person. 

Neglect Intentional or unintentional refusal or 

failure to fulfil a care-taking obligation. 

Source: WHO/ INPEA (2000)  

 

3. EXPERIENCE OF ELDER ABUSE 

 

Being no adequate awareness on the problem in most developing countries, the available data 

on prevalence of elder abuse globally has relied on five community surveys conducted in 

developed countries as stated in Table 2.0. The accepted prevalence rates of abuse among 

older persons which ranges from four to six percent were drawn from this survey (The World 

Report on Violence and Health, 2002). 

 

 

Table 2  Prevalence of elder abuse in five developed countries 

Country Prevalence (%) 

Netherlands 5.6 

Finland 5.4 

United Kingdom 5.0 

Canada  4.0 

United State of America 3.2 

 

 

At the national level, there is no proper record on the incidence of elder abuse (National 

Report on Violence and Health Malaysia, 2006). Official correspondence from the Royal 

Malaysian Police also signified non-existence of record on the subject. Available data and 

information on elder abuse is only available from the Department of Social Welfare. 

However, it is limited to the number of older residence living in institution which recorded a 

significant increase throughout the year.  
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4. CHARACTERISTICS OF THE ABUSED 

 

Phenomena of elder abuse involve all social economic background. Most studies highlight 

elder at risk are often female (Penhale, 1998), widowed, frail, cognitively impaired and 

chronically ill (Rounds, 1999). The National Elder Abuse Incidence Study (1998) concludes 

that elderly persons who are unable to care for themselves and/ or are mentally confused and 

depressed are especially vulnerable to abuse.   

 

5. METHODOLOGY 

 

Study sample derived from the general population, not among identified victim of elder 

abuse. Sampling frame of this survey was obtained from the Department of Statistics, 

Malaysia based on 90% confidence interval, 10% margin error, design effect value of two, 

80% response rate and 168 enumeration blocks. A total of 1 344 respondents were selected 

with 366 at each zone. The respondents were than divided into two categories (i) adult 

population aged from 20 to 59 years and (ii) older persons aged 60 years and over. As a 

result, 1 079 respondents were successfully interviewed with 599 adult respondents and 480 

older persons. With aim to present data on experience of elder abuse, this paper utilized the 

sub-sample of 480 older persons aged 60 years or over living in the community.  

This cross-sectional survey was conducted in the state of Perak, Malacca, Kelantan and 

Selangor, which represent four geographical zones in Peninsular Malaysia. Data collection 

was conducted in January to May 2008 through a face-to-face interview method using 

enumerator-administered questionnaires. Respondents were asked whether they have ever 

experienced any abuse from the age of 50 years and onwards. The experience of elder abuse 

was measured by 19 items with pre-determined response categories of (1) Yes, (2) No and (3) 

Not applicable. This instrument measures types of financial abuse (4 items), emotional abuse 

(5 items), physical abuse (4 items) and sexual abuse (6 items). The items were developed by 

the research team based on recent literature.  

 

6. RESULTS 

 

Finding shows that 26% respondents reported having experienced at least one incidence of 

abuse since the age 50 years, with emotional abuse being the most prevalent type, followed 

by financial/ material, physical and sexual abuse (Figure 1.0). The number is relatively high 

due to courteous norm in the society and value of „filial piety‟ embedded in traditional 

families. It might also be contributed by the religious line of Malaysian with majority of its 

population being Moslem. A Moslem is required, as far as Islam is concerned, to be dutiful to 

his parents and to pay them the gratitude they deserve. It is cited in the Holy Al-Quran Al-

Karim, “Your Lord has decreed, that you worship none save Him, and (that you show) kindness 

to parents. If one of them or both of them attain old age with you, say not 'fie' unto them nor 

repulse them, but speak unto them a gracious word” (Surah Al-Isra‟ (17):23).  

The respondent‟s response on the item is in Figure 2.0. Item that received the highest 

response is „scolded‟, while no answer is recorded in most item of sexual abuse.  
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Figure 1  Experience of abuse among the respondents (N = 480) 

 

 

Experience of elder abuse was measured by the following 19 items develop by the research 

team based on recent literature:  

1. Money, property or assets used, taken, sold or transferred without consent  

2. Signature forged on cheque or other financial document  

3. All pension given to children  

4. Expenditure controlled by carer  

5. Stalked or followed around  

6. Threatened with punishment  

7. Yelled  

8. Scolded  

9. Called with insulting name  

10. Force to eat  

11. Tied or locked in a room  

12. Hit, kicked or slapped 

13. Threatened with knife  

14. Coerced nudity  

15. Shown pornography movie 

16.  Forced to photograph in sexual explicit pose  

17. Exposed to private part  

18. Molested 

19. Raped  

 

Elder at risk of abuse is associated with several socio-demographic characteristics. Table 

3.0 presents background characteristics of respondents who ever abused since the age of 50 

years. The distribution of the respondents according to age structure shows majority of them 

is of 60 to 74 years old. Most of the respondents who experienced abuse are female, similar 

as noted in the literature. The ethnicity of respondents is biased toward the Malays because 

the larger proportion (76.5%) of the sample is Malays. More than half are married with an 

average of five children and household size of four. Great variation is also noted in education 

attainment, employment status and house ownership among the respondents. 
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Figure 2 Respondent‟s response (%) on statement of elder abuse (N = 480) 

 

 

Table 3  Socio-demographic characteristics of the respondents ever experienced abuse  

(n = 125) 

Variables N (%) 

Age (years)     [M = 69.42, SD = 8.311] 

Young - old  (60 - 74) 94  75.2  

[M = 65.51, SD = 4.517]     

Old - old  (75 - 84) 23  18.4  

[M = 78.61, SD = 2.824]     

Oldest - old   (>85) 8  6.4  

[M = 88.88, SD = 3.482]     

Sex: Female 70  56.0  

        Male 55  44.0  

Ethnicity: Malays 89  71.2  

                  Non-malays 36  28.8  

Marital status: Married 70  56.0  

                          Not married 55  44.0  

Number of child(ren)    [M = 5.92, SD = 2.778] 

Household size  [M = 4.32, SD = 2.555] 

Education level     

Formal education 79  63.2  

No formal education 46  36.8  

Employment status: Unemployed 111  88.8  

                                   Employed 14  11.2  

House ownership     

House ownership: Owner 85  68.0  

                               No ownership 40  32.0  
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Another factor that has been associated with elder abuse is the choice of living 

arrangement. This factor may contribute to the occurrence of abuse from the interaction with 

the members living together which may result conflict within them.  As presented in Table 

4.0, result of the study shows that 48.6% female were staying with their child(ren)/ son in-

laws/ daughter in-laws/ grandchild(ren), while 36.4% male were staying with spouse and 

children. This is due to longer life expectancy among Malaysian female (76.2 years) as 

compared to their male (71.5 years) counterpart (Department of Statistics, 2006). 

 

 

Table 4  Living arrangement by sex of the respondents ever experienced abuse (n = 125) 

Living arrangement 

Sex (%) 

Female  

(n = 70) 

Male 

(n = 55) 

Alone 12.9  1.8  

Spouse only 8.6  21.8  

Child(ren) only 11.4  5.5  

Spouse and child(ren) only  11.4  36.4  

Child(ren)/ Son in-laws/ daughter in-laws/ 

Grandchild(ren) 
48.6  32.7  

Relatives 1.4  1.8  

Neighbors/friends 5.7  0  

Total (%) 100  100  

 

 

Income data indicate that almost three quarter (Figure 3) of the respondents are in the 

poor category based on the national Poverty Line Income (PLI). According to the Economic 

Planning Unit, 2007 the PLI for Peninsular Malaysia is MYR 720 (1 USD = 3.40 MYR).  

The measurement of income is most often under-reported especially among the women‟s 

that perform home duties, which is always referred as „informal work‟. However, income is 

an important variable in predicting the decision-making status and control of earning. 

Chi-square (χ2
) test was utilized to measure the association of socio-demographic 

variables and the type of abuse. The analysis (Table 5.0) showed that financial abuse was 

significantly related to the income category (χ2 
= 4.225, p = 0.040), house ownership (χ2 

= 

7.456, p = 0.006), employment category (χ2 
= 5.298, p = 0.021) and sex (χ2 

= 4.573, p = 

0.032) of the respondents. There was also significant relationship between employment 

category (χ2 
= 4.616, p = 0.032), marital status (χ2 

= 8.758, p = 0.003) and sex (χ2 
= 4.212, p 

= 0.040) with physical abuse. Overall, the incidence of abuse (all types) was linked to marital 

(χ2 
= 9.791, p = 0.002) and employment (χ2 

= 5.462, p = 0.019) status of the elderly. The 

results showed that experience of financial abuse is more common for older persons without 

their own house and married elderly are more at risk for physical abuse. 
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Figure 3 Monthly income (MYR) of respondents ever experienced abuse  based on Poverty 

Line Income 2007, Malaysia (n = 125) 

 

Table 5 Chi-square (χ2
) analysis 

Dependent Variable Independent Variables χ2
 p 

Financial Abuse Monthly income 4.225  0.040 * 

 House ownership 7.456  0.006 ** 

 Employment status 5.298  0.021 * 

 Sex 4.573  0.032 * 

Physical Abuse Employment status 4.616  0.032 * 

 Marital status 8.758  0.003 ** 

 Sex 4.212  0.040 * 

All type of Abuse Marital status 9.791  0.002 ** 

 Employment status 5.462  0.019 * 

 

 

7. CONCLUSION AND RECOMMENDATIONS 

 

In conclusion, elder abuse cuts across all socio-economic background. However, married and 

unemployed older persons are more likely to experience abuse in later life. There is also no 

significant different between various type of abuse with age, ethnicity and education level. 

Due to limitations of the study, it was not possible to make out the sequence of events before 

and after a reported abuse in this analysis. Besides, the relationship of the perpetrator to the 

older persons was not identified and the study did not determine a specific time frame for the 

occurrence of the incidence. Although this study has limitations, the research was able to 

elucidate the phenomenon of elder abuse.  

Research is important to better understand the problem in diverse cultural perspective. 

The available data is then useful to make recommendations that may be valuable in 

promoting and sharing information on elder abuse as well as its prevention in the country. 

Important need in preventing this incidence to occur is reliable information on its socio-

demographic of the victims and perpetrators. Thus, further study is required to identify the 

characteristics of perpetrators on the issue in the country. 

Poor

94 (72.2%)

No income

14 (11.2%)
Non-poor

17 (13.6%)
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ABSTRACT 

 

Populations are aging rapidly in the majority of the developed world and in many developing 

countries. However, longevity is often accompanied by many years of ill health and disability 

and in several countries there are declining numbers of people in working age groups. This paper 

focuses on the multiple roles of women in the labor force; as mothers, widows, single women 

and wives/partners, and as the main providers of long-term care for parents and other family 

members. Women are rendered particularly vulnerable in later life by their life expectancy 

(generally longer than men’s) and the high possibility that many of these later years will be 

characterized by ill health and disability. This paper is based on a review of trends in aging and 

female labor force participation among a set of developed and less economically developed 

countries, with a focus on the Arab and Islamic countries. It also provides illustrations of some 

existing strategies used by women and governments to balance their increasingly competing 

multiple roles. 

 

1. INTRODUCTION 

 

Populations are aging rapidly in the majority of the developed world; moreover, it is predicted 

that by 2010 overall populations will start decreasing in countries such as France, Italy, and 

Japan. In 2004, more than half of the world’s older people lived in just six countries: China, the 

United States, India, Japan, Germany and Russia (Kinsella and Phillips 2005). At the same time, 

many less economically developed countries suffer from the conjunction of rapidly aging and 

relatively poor populations. Many Islamic countries will experience demographic transition as 

part of global demographic changes toward longer life expectancy and lower fertility, but may be 

less equipped economically to address the multiple implications of such changes. However, very 

little research is conducted in this area; and relevant data on longevity, ill health at older age, and 

the use of formal care in the Arab and Islamic countries, are surprisingly sparse (Yount and 

Sibai, 2009). 

Women in the Arab and Islamic world, as well as in other developed countries, live longer 

than men. In the most Arab and Islamic countries, this longevity gap ranges between 0 and 5 

years, as illustrated in Table 1. Nonetheless, although Arab and Islamic women may outlive men, 

they are generally in worse health than other women in the developed world. The little data 

available indicate that a considerable part of the increased life expectancy in this region is spent 

in ill health. For example, Margolis and Reed (2001) found that higher rates of older people 

mailto:shereen.hussein@kcl.ac.uk
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using formal care services in the United Arab Emirates suffered from neurological diseases and 

dementia than in other western countries such as the United States. Similar findings from Iran 

were illustrated by Tajvar and colleagues (2008), where their sample of older people highlighted 

the poor health conditions among elderly women and those with lower educational attainment.  

 

 

Table 1 Life expectancy by sex in selected Arab and Islamic countries 

Country 

Life expectancy 

Men Women Gender-gap 

Turkey+ 69.0 74.0 5.0 

Malaysia+ 72.0 77.0 5.0 

Qatar* 71.4 76.2 4.8 

Libya* 71.8 76.4 4.6 

Egypt* 68.0 72.4 4.4 

Morocco* 67.8 72.2 4.4 

UAE* 76.7 81.1 4.4 

Lebanon* 70.1 74.4 4.3 

Kuwait* 75.4 79.7 4.3 

Tunisia* 71.4 75.6 4.2 

Indonesia+ 69.0 73.0 4.0 

Saudi Arabia* 70.3 74.2 3.9 

Syria* 71.8 75.4 3.6 

Mauritania* 51.5 54.7 3.2 

Palestine* 71.1 74.2 3.1 

Iraq^ 57.4 60.5 3.1 

Jordan* 70.2 73.2 3.0 

Oman* 73.1 76.0 2.9 

Sudan* 55.1 58.0 2.9 

Bahrain* 73.2 76.0 2.8 

Yemen* 59.7 62.4 2.7 

Algeria* 70.1 72.7 2.6 

Djibouti* 51.8 54.1 2.3 

Somalia^ 45.4 47.6 2.2 

Bangladesh+ 64.0 66.0 2.0 

Pakistan+ 66.0 67.0 1.0 

Afghanistan+ 44.0 44.0 0.0 

* Source: United Nations Development Program (UNDP) Year 2004; ^ Year 2003 

http://gender.pogar.org/countries/stats.asp?cid=14&gid=10&ind=120 

+ Year 2009 estimates, Sources: PRB 2009 World Population Data Sheet 

http://www.prb.org/Datafinder/Topic/Bar.aspx?sort=v&order=d&variable=122 

 

 

Informal care providers, such as unpaid family members, as well as formal care providers, 

such as nursing aides, home care assistants, and other paid care workers, constitute two often 

parallel systems of support providing long-term care in the developed world. At the same time, 

http://gender.pogar.org/countries/stats.asp?cid=14&gid=10&ind=120
http://www.prb.org/Datafinder/Topic/Bar.aspx?sort=v&order=d&variable=122
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both informal caregivers and formal care workers, such as home care workers and staff in 

residential and nursing homes, are in increasingly short supply in most of the developed world.  

It is well documented that most care delivered to older people or people with disabilities, 

particularly in the Arabic and Islamic regions, is provided by families, mainly women, or by 

other informal caregivers (Rugh 1984, 1997; Yount and Rashad 2008). However, the continued 

availability of these (predominantly female) family members is uncertain, due to a number of 

interacting demographic and socioeconomic trends. Changes in family structure, migration and 

increases in the participation of women in the labor force, as well as other factors, are negatively 

affecting the availability and willingness of informal carers (WHO 2003; Hussein and Manthorpe 

2005).  

It is important to highlight that both population changes and women’s position in society 

vary dramatically between the Arab and Islamic countries in the region. For example, Yount and 

Rashad (2008) highlight the striking variations in family structure and women’s political and 

economic participation in Egypt, Tunisia and Iran. The current picture of family formation, 

encompassing marriage and fertility, is far from homogenous in these three countries and indeed 

in other countries in the region (Yount and Rashad, 2008; Hussein 2002; Hussein and Manthorpe 

2007). 

Nevertheless, it is fair to say that women within this context face great challenges both as 

receivers and providers of care. There are a number of competing demands on women’s time and 

energy, ranging from carrying out maternal duties, being exemplary wives, and providing care 

for elderly parents or other relatives, to a growing demand that they participate in the labor force 

for both social and economic reasons. Such competing demands are increasing, due to many 

external factors, such as population changes, migration trends, and changes in family structure 

patterns, as well as the increased importance of female labor participation both at the micro and 

macro levels. 

In this paper, data related to trends in long-term care needs as well as female labor force 

participation in the Arabic and Islamic regions are examined to highlight the competing demands 

made on women. Following this, a review of current policies adopted by governments, 

employers and families in more economically developed countries is conducted to provide some 

illustrative examples of possible strategies available. 

 

2. POPULATION CHANGES 

 

In the Middle East and most Islamic countries, despite the observed ‘Youth Bulge’ (Roudi-

Fahimi and Kent, 2007), population aging is also occurring. Indicated by increased life 

expectancy that takes place in a context of socioeconomic change, paralleled by significant 

changes in family structure, as will be discussed further in the next section. However, policy and 

governmental support related to formal provision of long-term care are still in their infancy in 

most of these countries, as in many less economically developed countries, with an undeclared 

assumption that relies heavily on traditional informal care support. Shakoori (2008), in a 

statement to the United Nation’s Commission on Population and Development, indicates that 

although the aging process in the Arab region is in its early stage, given its rapidity, the 

requirements to meet challenges with regard to number of older people have not been fully 

addressed and are likely to be underestimated. 

Recent research in Egypt (Sinunu et al. 2008) indicates that many factors lead family 

caregivers to use formal care for their older relatives in Cairo, despite the longstanding norms of 
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family and informal care provision. As in these accounts provided by Sinunu and colleagues 

from Egypt, Sibai and colleagues (2004) observe a ‘compressed’ demographic transition in 

Lebanon. Here, the effect of declining fertility and mortality rates effect has made itself felt in 

increased life expectancy. However, such changes, and further projected changes, are 

infrequently addressed by policy makers in terms of pension plans or formal long-term care 

provision. 

A report by the United Nations (2007) highlights the importance of a ‘call for change’ arising 

from the recent demographic changes in most Arab countries, particularly in terms of changes in 

their age-structure, including a gradual increase of older people (65 years or more). Figure 1 

shows the actual and predicted life expectancy at birth from 1995 to 2025 in some Islamic and 

Arab countries, compared to those in Japan and the United Kingdom.
1
 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1 Actual and predicted life expectancy at birth from 1995 to 2025 in the Arab and Islamic world 

compared to those in Japan and United Kingdom 

 

 

The data show that different Arabic and Islamic countries are at different levels of life 

expectancy, with the majority clustered above the 70 years mark from 2005 onward. At the top is 

Jordan, where life expectancy from 1995 onward equals or exceeds that of the United Kingdom. 

Two countries, Afghanistan and Sudan, have considerably lower life expectancy, mainly due to 

local military and political unrest. However, life expectancy is predicted to increase in all 

countries and will reach at least the 75 years mark in the majority of countries by 2025. 

As discussed earlier in this paper, longevity is often accompanied by ill health and increased 

need for care provision. This is particularly so in the developing world; however, it is also 

                                                        
1 Source U.S. Census Bureau, International Database (accessed October 2009) 
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observed in many developed countries (Sinunu et al. 2008; Boggatz and Dassen, 2005; Sibai et 

al. 2004; Hussein et al. 2009).  As is well documented, informal provision of care for older 

relatives is the norm, but extended hospitalizations and the admission to care facilities of frail, 

older adults have been occurring in many countries for at least the past two to three decades 

(Rugh 1984, Sinunu et al. 2008). However, there are no available statistics to establish the 

volume or trends of the use of formal care, mainly due to the fact that provision of such care is 

often poorly documented (Margolis and Reed 2001). Boggatz and Dassen (2005), in a review of 

the literature on formal care provision in Egypt, concluded that despite the scarcity of available 

data, long-term care provision is an emerging problem in Egypt and needs attention from policy 

makers. Similar recommendations are made by Sibai and colleagues (2004) in relation to 

Lebanon.  

The fact that the majority of norms governing the region places the duty of informal care, by 

far, on women, whether unpaid or paid in relation to domestic services, needs further attention 

because women are faced with a number of competing demands including participation in the 

labor force. In the next sections the role of interacting factors such as migration, family structure 

and female labor force participations are examined in relation to the incrementing multiple 

demands on women in the Arab and Islamic regions. 

 

3. MIGRATION 

 

Migration within and outside the region is a significant factor in the demography of the Arab 

world. Since the second half of the 20
th

 century migration within, between and outside the Arab 

world is very evident.  Economic factors largely explain major movements within the region, for 

example, from Egypt and Yemen to Saudi Arabia and other oil-producing countries of the Gulf 

states (Farques 2006). Some countries, such as Yemen, are labeled ‘countries of emigration’, as 

large proportions of their population migrate to other countries. 

Another important group of migrants in the region are refugees, from Palestinians and Iraqis 

in Syria to Afghanis in Iran. The region is considered by some to contain the largest refugee and 

asylum-seeking communities in the world (US Committee for Refugees and Immigrants 2006). 

Moreover, large communities from the region have migrated outside the region, to Europe, 

US and Canada. Historical and cultural links with certain developed countries play an important 

part. For example, previous colonial ties to some European countries, such as Algeria and France 

and to a lesser extent Egypt and Britain, are important in understanding population flows. 

Economic ties also play a significant role, for example the recruitment of Turkish workers to 

Germany in the 1960s. More recently, many young people from the region seek migration to 

other developed countries not only for economic reasons, but also for better educational 

opportunities and to escape political unrest. 

Such movements, particularly those that occur within the region, usually involve husbands 

leaving their wives and families in their home countries to maximize possible remittances to be 

sent home. Such activity places a considerable burden of care on women, who are expected to 

look after the family, including children and the elderly, while (in many cases) participating in 

full time employment. The effects of such phenomena are illustrated by the over-representation 

of working-age men in oil-rich countries, such as Qatar and Kuwait, while there is a deficit of 

working-age men in sending countries, such as Yemen (see Figures 1 and 2). 
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Figure 2 Age and sex structure, population Pyramid, Qatar 2005 

 

 

 
Figure 3 Age and sex structure, population pyramid, Yemen 2005 

Source: US Census Bureau, International Data Base. 

 

4. FAMILY STRUCTURE 

 

Another important factor affecting women in Arab and Islamic countries is the shift in family 

formation and structure. Trends toward higher median age at first marriage, urbanization and a 

decline in co-residence with in-laws and extended families, as well as recent trends towards 

higher divorce rates, are observable in some countries (Hussein 2002, Rashad et al. 2005). These 

may lead to a higher probability of women spending their later life on their own, without a close 
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relative who can provide care for them during this phase of life. This state of affairs may be 

rendered more probable as a consequence of increased migration within and outside the region, 

as explained above.  

Given that marriage is the only socially and religiously approved context for sexuality and 

parenting in the Arab and Islamic world, family formation is of central importance to men and 

women in the region alike. Arab kinship structure is mostly described as being one of ‘patrilineal 

endogamy’ (marrying within a particular group related to the male line) and the existence of parallel 

cousin marriage is widespread. It is generally through marriage and having children that adulthood 

and self-satisfaction are achieved, for both men and women (Rugh, 1984 and 1997, Hoodfar, 1997, 

Hussein 2002, Hussein and Manthorpe 2007).  

In the Arab region marriage is usually not viewed as a partnership between individuals but 

rather as an association between two families. In such a context, the families of potential partners 

are likely to make marriage decisions and offer choices of suitable partners. However, the extent of 

such practices varies widely between and within countries in the region. For example, women from 

regions in North Africa, which have a large proportion of Barbers, such as some regions of Algeria 

and Morocco, have different marriage patterns from other women living in different regions within 

the same country where the Barber population is smaller (Hussein, 2002). The local context usually 

influences decisions related to family structure, including age at marriage and co-residence after 

marriage (McNicoll, 1980; Ryder, 1983; Cain, 1985, Bener et al 1996, Joseph 1994). It is worth 

noting that due to the laws that govern marriage in the region, which give men and women different 

rights, kin and in-group marriages have been regarded as common strategies for protecting women 

in case their husbands abuse their rights in terms of divorce or polygyny (Rugh, 1984, 1997). 

Currently most Arab countries are going through some sort of ‘nuptiality transition’ from one 

pattern of marriage to another, and different countries are at different stages of this transition. 

Some observe that the universality of marriage, which characterized the region for many 

decades, is starting to decline (Rashad et al, 2005, Hussein, 2002). Other forms of non-

conventional marriages in the Arab world are also emerging. One form is muta’a (temporary 

marriage), which is practiced in some areas in the region, for example by Shi’ites in southern 

Lebanon and other areas (Hoveyda, 2005), where couples specify in their marriage contract the 

date upon which the marriage ends. In another emerging form of marriage ‘Zawag Urfi’, or 

undocumented marriage, the couple usually makes a written declaration stating that the two are 

married and two witnesses sign it. In most cases, this type of marriage is not declared and is kept 

secret between the partners; thus, in case of divorce, ‘wives’ have no right to support and are 

sometimes unable to prove that the ‘marriage’ existed. Some anecdotal evidence reports that this 

form is becoming popular among some groups of educated Egyptian youth (Rashad et al. 2005, 

Shahine 2005, Anonymous, 2005).  It is suggested that this is due to the increasing cost of 

marriage and also as a way for young couples to achieve more autonomy in their marriage 

choices, albeit without declaring these choices and actions to their families. All these changes in 

the traditional family structure again risk leaving older women to spend their later lives alone, 

usually in ill health. This calls for the consideration of alternative long-term care approaches, 

including investing in formal care provision and considering better pension systems. 

A number of recent changes in relation to family formation are observed during the last two 

decades. Recent trends indicate the women are waiting longer to marry and their spousal age-gap 

is declining. Although that some anecdotes from the media indicates a recent trends towards 

higher divorce rates in some countries such as Egypt, no published data can support such 

observations. Contrary to this, data up to year 2000 indicate that most Arab countries experience 
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decline, albeit slight, in divorce rates (El Saadani, undated). Similarly, trends towards nuclear 

families and urbanisation are not observed everywhere, particularly not in some of the Gulf 

countries (El Haddad 2006). 

 

5. LABOR FORCE PARTICIPATION RATES AMONG WOMEN 

 

In any society, women’s labor force participation is restricted by many obstacles: lack of 

education, discrimination in wage rates and employment practices, negative cultural attitudes and 

obligations to provide informal care for both children and older family members. In the Arab and 

Islamic world women’s experiences in terms of empowerment, freedom of movement and labor 

force participation range on a wide spectrum from ‘being strictly closeted, isolated and voiceless’ 

to ‘enjoy the right to work and participate in public affairs’ (WLUML 1986; An-Na’im 1995; 

Syed 2008).  Table 2 presents the proportion of adult females who participate in the labor force 

in different Arab and Islamic countries.
2
 However, it is worth noting that women participate in 

many unrecorded work-activities inside and outside the household, including domestic, trade and 

agriculture work. 

The Arab Human Development Report (UNDP 2002) identifies three deficit areas unique to 

the Arab region: deficits in freedom, in women’s empowerment, and in knowledge. Female 

illiteracy is high, and female labor force participation, in some countries, is by far the lowest in 

the world. Saudi Arabia is an example where women have limited opportunity to hold 

employment or other public offices. However, some recent changes are being actively promoted 

to improve women’s participation in recent years. For example, in 2005, women in Kuwait 

received the same political rights as men, which enabled them to vote and politically participate 

if they wished. However, such recent ‘gains’ need to be addressed within the wider political 

context in many Arab and Islamic countries and the lack of ‘democratic’ institutions. 

In many countries in the Middle East, the issues of women’s right to education, work, and 

political participation are still debated and are yet to be resolved (UNDP 2006). On the other 

hand, in a number of countries, such as Tunisia, gender equality in access to education has not 

been a significant issue. In some situations, women have equaled and even surpassed men in 

average educational attainment, with women outnumbering men studying in universities in 

Kuwait, Qatar and the UAE (Rubin 2007). However, high numbers of female university students 

do not usually equate to higher participation rates in the workforce. 

Data presented in Table 2 show that documented labor force participation among adult 

females in Arab and Islamic countries in 2007 ranged from only 14 percent to 57 percent. It is 

likely that a much higher proportion of women in the region participated in other unpaid forms of 

work, such as agriculture, trade and domestic services, and these figures are considered 

underestimates of female labor force participations. 

 

6. THE ROLE OF WOMEN IN LONG-TERM CARE PROVISION 

 

The provision of long-term care is one of the most important issues facing most developed 

countries and many less developed ones as well. As shown in the previous sections, changing 

demographic structures, labor market dynamics, migration policies and systems of financing 

long-term care all influence care provision. Informal care continues to play a central role in long-

term care, and women remain predominant in the provision of both formal and informal care.  

                                                        
2 Source: UN Data: http://data.un.org/CountryProfile.aspx 
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Table 2 Documented labor force participation among adult females in different Arabic and 

Islamic countries 

Country 

Year 

2000 2005 2007 

Bangladesh 54.8 56.7 57.2 

Indonesia 50.2 49.8 49.6 

Malaysia 44.3 44.2 44.7 

Kuwait 42.8 42.8 43.1 

UAE 34.6 39.1 40.0 

Algeria 31.2 35.0 36.9 

Bahrain 34.0 33.5 33.6 

Iran 28.3 30.7 31.8 

Sudan 29.6 30.4 31.1 

Libya 22.9 24.6 25.9 

Oman 23.6 24.9 25.8 

Tunisia 24.2 25.6 25.7 

Lebanon 23.9 24.5 24.8 

Morocco 26.5 25.3 24.7 

Turkey 26.6 24.8 24.4 

Egypt 21.1 23.3 23.8 

Yemen 18.2 21.4 21.6 

Syria 18.4 20.1 20.9 

Pakistan 16.1 19.3 20.8 

Saudi Arabia 16.6 18.4 19.1 

Jordan 13.9 15.3 15.5 

Iraq 13.0 13.9 14.2 

 

 

During the past 15 years, some Arab and Islamic countries have introduced a limited system 

of state and private formal care provision. In most of the Islamic world the available data 

indicate that the use of formal care by older people is not substantial, but that it may be growing 

in extent. As in other countries, women are over-represented as employees providing formal care 

provision. The literature also stresses the sizeable role played by women in relation to informal 

long-term care, which is the most common form of care provision. Most long-term care is 

provided informally (for a minority of people with severe health conditions, in hospital settings), 

and women provide the majority of such informal care. 

In most Arab and Islamic countries women work outside the home, whether paid or unpaid, 

while they simultaneously carry out most household, childcare and care for older relatives’ tasks. 

These multiple roles persist, and during the past 15 years more emphasis has been placed on 

women’s roles and duties as care providers as well as labor force participants. In the region, 

virtually all care for older people, when sick or disabled, takes place within families and is 

undertaken mostly by women. Even when hospitalization is necessary, bedside or personal care, 

such as help with eating and washing, is often provided by relatives rather than nursing staff; 

with the vast majority of hands-on care being provided by daughters and daughters-in-law. In a 

study by Ahmed and Abbas (1993) Egyptian women were found to be the main care providers 

for older people, whether parents or in-laws.  
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However, demographic, economic, and social factors have obvious and large effects on 

informal caregivers’ availability (Miller and Weissert 2000, Hussein and Manthorpe 2005). For 

instance, if female longevity increases more rapidly than male longevity, as observed in some 

countries, women can expect to spend more years in widowhood, without the support of a 

spouse, leading to a greater risk of needing formal long-term care  (Lakdawalla and Philipson 

1999). Women’s participation in the labor workforce also reduces their availability to provide 

informal care for parents, parents-in-law and grandparents; therefore the limited availability of 

potential providers of informal care is directly associated with increased demand for formal long-

term care (Coughlin et al. 1990, Miller and Weissert 2000, Yoo et al 2004). As the case in the 

majority of the Arab and Islamic world, such formal care, is rarely available, and may be socially 

unacceptable, except in cases where hospitalization is necessary. 

In most of the developed world, women provide the bulk of informal care as well, although 

with marked differences across countries (Hussein et al. 2009). In some countries, men are more 

likely to take over the role of carer or caregiver for their spouses than men in other family roles. 

However, this is unlikely to be the case in Arab and Islamic regions where the agreed ‘norms’ 

are that caring responsibilities are the duty of women.  However, even in developed countries 

where men provide some of caring, women predominate among informal carers with the heaviest 

commitments. They are more likely to be the main carer rather than an additional carer. The 

greater the need for personal care services, the more likely it is that women provide them (OECD 

2005).  

In relation to the age of informal carers, across different developed countries there seems to 

be a peak in care giving amongst those aged 45-65 (Table 3). Due to the informal nature of care 

provision in the Arab and Islamic world and very limited data, the age of carers is not 

documented. However, given the low median age at marriage and childbearing of current older 

people, it is expected that daughters and daughters-in-law of older people who are 65 years or 

older will be in the age range 40-55. This is the age group that most frequently juggles multiple 

care responsibilities for children, parents or for a spouse or partner with age-related health 

problems. It is important for governments to consider how caring responsibilities can be 

combined with employment in this age group.  

  

Table 3 Age distribution of informal carers in different OECD countries 

Year Year 44 and less 45-64 65 and over 

Australia 1998 47 36 17 

Austria 2002 27 48 25 

Canada
1
 1995 35 42 23 

Germany
2
 1998 15 53 33 

Ireland 2002 46 43 11 

Japan
3
 2001 4 42 54 

South Korea 2001 30 39 31 

UK
4
 2000 35 45 20 

US
5
 1994 12 37 51 

1. British Columbia only.  

2. Germany: main carer only, age groups refer to –39, 40-64, and 65+.  

3. Japan: age groups refer to –30, 40-59, and 60+.  

4. United Kingdom: age groups refer to 16-44, 45-64, and 65+.  

5. Primary active caregivers only.  

Source: OECD 2005.  
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7. HOW GOVERNMENTS SUPPORT WOMEN PROVIDING INFORMAL LONG-TERM CARE 

 

Several countries in the Middle East, such as Egypt, Bahrain, Lebanon, Tunisia, Morocco, and 

Kuwait, have tried to make conditions easier for working women with the introduction of paid 

maternity leave. However, as in some developed countries, support for women who provide 

long-term care does not exist. In Kuwait, for example, women have been entitled to up to two 

months at their full salary, and an extra four months at half salary if they could show that they 

were sick due to pregnancy. Other countries have also passed laws prohibiting gender 

discrimination in the workplace. For example in 2002, Lebanon’s laws were changed to make it 

illegal for employers to discriminate based on gender in the nature of work, salary, or promotion. 

However, applications of such laws are very rare in practice (Rubin 2007). 

A review of literature, on some examples from the developed world of a number of policies 

adopted to support those who provide care for older or disabled relatives, can be useful in terms 

of considering existing strategies. These are extracted from Hussein and colleagues (2009) and 

presented in Box 1.  

Arab and Islamic governments face growing demands to establish formal long-term care 

provision as well as to facilitate and support those who provide informal care for the elderly and 

disabled. This goes hand in hand with an increasing need to maximize participation in the labor 

market, including that of the women who have been the traditional providers of informal care. 

This gives rise to expectations that governments should adopt sensible and cost-effective polices 

that aim to maximize the opportunities for women to balance their formal labor participation as 

well as to provide, in partnership with men, much-needed support and care to supplement that 

provided by the government.  

Within different developed countries, there are several government approaches that address, 

and seek to improve, work-life balance in general, but rarely with a clear focus on providing care 

to older people. As mentioned earlier, the majority of policy focus relates to the care of young 

children, with very little attention to employees who care for older or disabled people. In terms 

of general work-life strategies, three major types of approaches emerge from the literature. First, 

some countries such as the United Kingdom, New Zealand and Australia have developed 

campaigns to promote work-life balance in the workplace by targeting employers. The second 

can be found in the Netherlands, Sweden and Denmark, where efforts to support workers to 

balance work and other responsibilities, include caring for older people, have been developed 

through a broad range of measures. The third group, such as France, Belgium, United States and 

Ireland, focus on developing legislation and initiatives supporting work-life balance (Hussein et 

al. 2009). 

In the first group, a business case is usually presented to promote the value of work-life 

balance. Employers are encouraged to recognize that available coping mechanisms will increase 

workers’ productivity. Initiatives are usually based on providing information on websites or 

newsletters on the importance of improving work-life balance. These also provide workers with 

links to organizations that provide information and support to carers, people with disabilities and 

others. However, compliance with these guidelines is voluntary with the exception, in the UK, 

that parents of children under six years or disabled children under 18 years have had the right to 

request flexible working arrangements (from April 2003). This is now being extended to other 

age groups. In New Zealand, a Work-Life Balance Project was established in 2002 to provide 

information aimed mainly at parents; similar resources are available in Australia to inform carers 

of relevant legislation.  
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Box 1 Examples of policies adopted in some developed countries to support informal care 

providers

The United Kingdom offers a cash benefit known as Carer’s Allowance to provide support to 
carers. To be eligible, carers must have limited income or savings and be providing a minimum 
of 35 hours of care a week to a person who is themselves in receipt of a benefit awarded to pay 
for care and attention (Attendance Allowance or Disability Living Allowance). Until 2002, 
Carer’s Allowance was available only to carers aged below 65, but eligibility was then extended 
to those over this age, subject to a means test.  
 
In Germany, informal care continues to play its traditional strong role, and this is reflected in 
the benefit system, allowing a recipient to draw a cash allowance that can be used to pay 
informal carers or careworkers. Non-profit organizations are the major providers of long-term 
care services at home. The introduction of long-term care insurance has resulted in the rapid 
growth of providers of home-care services, which by law have to be mainly private providers 
(either not-for-profit or for-profit).  
 
In Ireland, the Carer’s Allowance is a payment for carers with low income who live with and 
look after people who need full-time care and attention. Carer’s Benefit is a payment made to 
insured persons who leave the workforce temporarily to care for a person in need of full-time 
care and attention. In order to receive these benefits, the care recipient must be so disabled as 
to require full-time care and attention, but must not normally live in a hospital, care home or 
other institution.  
 
In Norway, the government plays the dominant role in long-term care, as the public sector 
provides most services and these are largely financed by direct taxation. However, provision of 
long-term care services is largely decentralized and integrated at the level of the municipality. 
In 1988, Norway introduced payments for informal care under the Municipal Health Services 
Act of 1986. People caring for older relatives or disabled children on a regular basis may 
receive a cash benefit from the municipality called ‘caregiver pay’.   
 
In Sweden, there are primarily three types of support: respite and relief services, support and 
educational groups for carers and economic support for caring. Informal carers can be 
supported through a Home Care Allowance, respite care for the older person in day-care 
centers or short-term stays for the older person in care homes. A number of cash benefits are 
available for informal carers, and a carer can be directly employed by the municipality to care 
for an older person.  
 
Luxembourg has a social insurance system covering old age and acute health care, and in 1998 
introduced a new arm of social insurance to cover long-term care. Since 2001, the share of 
disabled older people who are cared for at home has been steadily increasing, from 53 percent 
of all long-term care beneficiaries in 2001 to 60.4 percent in 2004, and the size of home-care 
workforce has consequently increased by 21 percent from 1999 to 2002. There is no evidence 
of programs aimed at supporting informal carers, including women, in Luxembourg.  
 
Poland provides tax relief on expenses involved in the care of a dependent relative. Polish 
workers can also take time off work with compensation, up to 14 days per year. 
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8. HOW DO WOMEN BALANCE THEIR DUAL ROLE AS PARTICIPANTS IN THE 

LABOR MARKET AND ALSO AS INFORMAL CARERS? 

 

Some studies of employees who provide long-term care to parents or other relatives have shown 

that the demands of caring responsibilities and of employment often interfere with each other 

(Gignac et al 1996; Scharlach, 1994, Stephens et al. 2001). Bi-directional stress and interference 

are usually observed, where not only employment interferes with caring responsibilities but vice 

versa (Stephens and Townsend 1997). On the other hand, ‘expansion theory’ argues that multiple 

roles can enhance an individual’s energy and health. This assumption is based on the principle 

that different roles provide individuals with different resources (Marks, 1977). In general, there 

is wide research suggesting that employed women, regardless of their caring responsibilities, 

tend to have better health indicators, such as less psychological stress, better physical health and 

higher self-esteem (Aneshensel et al. 1995; Bromberger and Matthews, 1994, Ross and 

Mirowsky 1995). Moreover, research on providing care in later life has shown the direct benefits 

of employment for informal carers (Brody et al 1987, Skaff and Pearlin 1992, Stephens et al 

2001). Time spent at work has the potential to provide women with some form of respite or 

distraction from their usual caring responsibilities. Furthermore, employment increases women’s 

income as well as their social and psychological resources. However, most of the literature 

focuses on informal carers who are employed in professional roles, and there is less known about 

the effect of multiple roles on women who are employed in less skilled occupations. To sum up, 

the effect of multiple roles on women’s health and wellbeing is governed by two theoretical 

perspectives:  ‘role strain’ and ‘role enhancement’ theories. Traditionally these have been 

regarded as opposing perspectives but more recent research is showing that they are more likely 

to be complementary theories (Stephens and Franks 1999; Martire and Stephens 2003). 

Hussein and colleagues (2009) cite recent research suggesting that it is beneficial for 

employers to support their staff with their caring responsibilities (Yeandle et al 2006) and show 

that different support models are used by employers in different countries. Flexible and 

supportive work environments are essential in enabling people who provide informal care to 

participate in the labor market (Phillips et al 2002; Seddon et al 2004). It is also evident that 

competing demands may cause carers to cease work completely, in favor of their caring 

responsibilities (Arber and Ginn 1995), but the literature suggests that the majority of carers 

manage (or are forced to manage) a combination of the two activities (Glendinning 1992, Joshi 

1995). 

Data from the 2001 United Kingdom census shows that the majority of working carers in 

England and Wales are less likely to hold university degrees and are concentrated in lower-level 

jobs (Buckner and Yeandle 2006). It is not clear whether people with lower qualifications and 

jobs were more available to provide informal care, or whether their caring responsibilities caused 

them to lose or give up education and employment opportunities (Lundsgaard 2005; Himmelweit 

and Land 2008). In the UK, Arksey and Glendinning (2008) explored carers’ decision-making 

process around work and care in interviews with 80 working-age carers. They again concluded 

that decision-making processes, relating to labor force participation and managing strategies, 

depend on different characteristics such as age, gender, ethnicity and levels of need among 

people being cared for. In many cases, carers were forced to cease employment due to pragmatic 

or practical reasons and against their wishes. Arksey and Glendinning (2008) observed the added 

challenges of different geographical locations: for example, it takes less time to travel to work in 

urban than rural locations, which adds another barrier to rural residents if they wish to participate 
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in the labor market. Moreover, fewer job opportunities are generally available in rural than urban 

locations. One of their main conclusions was the importance of the availability of flexible 

working hours, which were critical in enabling carers to combine work and caregiving. Self-

employment was perceived to be a suitable option, in theory; however, it was unrealistic if it 

required traveling or being available at certain times during the day.  

In the United States, Pavalko and Henderson (2006) found that women who provide care are 

more likely to cease work if their employment conditions are not supportive. On the other hand, 

women employed in jobs that have access to flexible hours, paid and unpaid family leave, and 

paid sick leave are more likely to remain employed and maintain most of their working hours. 

Using data from the National Longitudinal Survey of Young Women, 1995 to 2001, Pavalko and 

Henderson found that on average, in a six year period, around 13 percent of employed women 

started providing unpaid care, as a proportion of those who were not providing any care work 

previously. Examining the effects of different workplace policies on the implications of care 

work for women, they revealed that, in general, women are at greater risk of leaving the labor 

workforce if they take on unpaid care work. However, they observed that women who had access 

to flexible working policies in their workplace were more likely to stay in employment.  An 

interesting finding was that such associations were observed among all employed women who 

had access to such policies, regardless of their caring responsibilities. This study highlights the 

importance of supportive workplace policies for women in order to perpetuate their labor force 

participation. Also in the United States, research on employed women who provide care for older 

people found that women who received instrumental support, such as physical assistance, from 

their partners were better able to balance their roles (Franks and Stephens, 1996).  

 

9. EXAMPLES OF COPING MECHANISMS AND HOW WOMEN BALANCE WORK 

AND LTC PROVISION 

 

Most existing work-life balance or ‘family friendly’ policies and services, in more economically 

developed countries, are primarily designed for parents of young children, and rarely address the 

needs of employees who care for older or disabled people. The issue of work-life balance is 

receiving different degrees of attention in different countries. Some countries, such as the United 

Kingdom, New Zealand and Australia, support work-life balance as an explicit policy goal. 

Various campaigns focus on encouraging the voluntary agreement of employers to develop and 

implement policies and practices supporting a work-life balance in their organizations. Some 

countries, such as the Netherlands, Denmark and Sweden, focus on developing legislative and 

social policy goals to support workers who provide unpaid care including those providing care 

for older people. Netherlands’ ‘leave savings’ and Sweden’s sabbatical leave, allow workers 

more time to devote to caring responsibilities (Hussein et al. 2009). 

The resulting situation, in many countries, is that women or other carers who are faced with 

caring responsibilities for older people either quit working or opt for part time work which may 

underuse their skills and education (Swanberg 2007, Marler and Moen 2005). Many women 

carers find one of the only options available is to work fewer hours; however, most highly paid 

workplaces lack flexible work arrangements (Todd 2004). In Australia, one-third of employees 

providing informal care indicated that due to their caring responsibilities they had to work fewer 

hours, take periods of unpaid leave or take jobs with less responsibilities, which required fewer 

skills than they possessed; 13 percent had refused promotions in fear of increased responsibilities 

(Morehead et al. 1997). 
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Research also shows that a large percentage of those caring for younger children are also 

caring for older relatives (Families and Work Institute 1998, Krouse and Afifi 2007). Women 

who have multiple caring and work roles usually have bi-directional stress spillover between 

work and family (Allen et al. 2000, Edwards and Rothbard 2000).  Stress is particularly evident 

when women combine their informal caring responsibility with a carer of formal care provision 

due to high emotional involvement at work and home (Brody 1985, Pearlin et al. 1990, 

Hochschild 1983, Krouse and Afifi 2007). Moreover, societies usually devalue formal care 

provided by women due to the proximity of caring work with female roles as mothers or wives 

(England and Folbre 1999). 

 

10. CONCLUSION 

 

The existing evidence suggests a growing proportion of older people in the Arab and Islamic 

countries, who will regularly require a considerable care provision, due to ill health in later life. 

The norms, religion and traditions of these countries place the duty of care on women; such care, 

in the vast majority of cases, is unpaid and informally provided. A number of interacting factors, 

such as migration, changing family structure and labor force participation, heighten the pressure 

on women’s time and energy through a number of competing demands. 

How women balance their multiple roles depends on a number of interacting factors. Some 

operate at the individual level and others relate to the surrounding community and underlying 

support from government policies. The availability of formal care, whether on a full-time or 

flexible basis, needs to be considered by almost all countries in the Arab and Islamic region. A 

variety of support measures should be introduced, including flexible care arrangements between 

the formal and informal sector, such as respite care provision. Moreover, flexible work 

environments and the availability of supportive workplace policies are crucial to enhancing 

women’s participation in the labor force. The relatively low prevalence of women who combine 

family, care and employment responsibilities in the developed world, such as United Kingdom 

and North America (Rosenthal 1997; Spitze and Logan 1990; Evandrou and Glaser 2004), 

indicates the extent of the barriers faced by women who are seeking to balance their multiple 

roles.  

Suitable policies need to be tailored and adopted to the cultural context of the region. Policies 

enabling more flexible working hours and provision of paid leave are reported to be particularly 

important. The availability of informal support to women to ‘care share’ through partners, older 

children, friends or other members of the community is also fundamental in facilitating women’s 

participation in the labor force. 

The impact of informal care and labor force participation is becoming increasingly important, 

owing to several factors, including the reality of increased demand for both long-term care and 

labor participation. A large volume of empirical research indicates the difficulties associated 

with combining care and work responsibilities, particularly caring for older people. Unlike the 

care of children, which follows a fairly predictable time schedule, care for older or disabled 

people is unpredictable in duration and intensity; it may also increase in intensity over the course 

of the care experience. Moreover, there are very limited formal substitutes for informal care 

provided by the family, most often women. This may explain the continuance of women’s 

multiple roles.  
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ABSTRACT 

 

In social science and public health earlier research has persistently reported significant socio-

economic inequalities in health, inequalities in the use of health care, and self-rated-health (SRH) 

among older adults. However, relatively little attention is paid to the link between SRH and the 

overall quality of life (QoL) of older adults. Using the data collected in the Future of Retirement 

Survey (FoR) the study explores the linkages between the self-rated-health and quality of life 

among older adults in 21 countries and territories in five major regions of the world.  The QoL 

was assessed by two survey instruments designed to capture subjective as well as objective 

appraisals of individual quality of life. Both bivariate and multiple analyses were performed to 

examine the impact of SRH on the QoL. The analyses reveal that there are health inequalities 

across different age cohorts and this is consistent for all selected countries and territories. As 

expected the proportion reporting poor health increases with age in most countries. The net effect 

of health on QoL has also been analysed using ordered logistic regression analysis adjusted for 

age and gender. Age plays an important role alongside with health on the overall quality of life. 

The study also reveals that women are found to be more likely to have been depressed compared 

to their male counterparts.  
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1. INTRODUCTION 

 

Health has always been a concern, particularly among older persons and has become a subject of 

interest among researchers in many areas such as public health and social science disciplines 
1-8

. 

Health is one of the most crucial factors of human life and living. A good health is a legitimate 

expectation of every human being and is globally universal no matter what age peoples are. The 

better the individuals‟ health status the more they can develop themselves, and most importantly 

contribute to every sphere of life. It is well believed that a healthy society can develop optimally 

and only a healthy nation is able to enjoy the benefits of development
9
. 

Earlier research has persistently reported significant socio-economic inequalities in health, 

inequalities in the use of health care, and self-rated-health (SRH) among older adults. However, 

relatively little attention is paid to the link between SRH and the overall quality of life (QoL) of 

older adults. Moreover, evidence from cross-country analysis is rarely seen in the existing 

literature and yet such analyses are needed to progress our understanding of some of the many 

trends in global ageing. Public policy and services in the UK and elsewhere have increasingly 

recognised the importance of quality of life for their own people.  

The principle aim of this study has been to explore the effect of self-reported-health on the 

quality of life of older adults cross-nationally. To address such an aim, we set up three specific 

objectives:  

 Firstly, to examine health inequalities across the selected countries and territories;  

 Secondly, to identify differential effects of health across various components of QoL; and  

 Finally, to examine the net effect of SRH on the overall QoL as constructed in this study.  

 

2. DATA METHODOLOGY 

 

2.1 The Data 

 

This study uses data collected in the HSBC Global Ageing Survey (GLAS) – the Future of 

Retirement Survey (FoR) in which information was collected from 21,233 individuals aged 40-

79 years across 21 countries and territories in five major geographical regions of the world. The 

study population comprised of 9,843 men and 11,390 women in four age cohorts: two pre-

retirement aged 40-49 and 50-59 years, and two post-retirement aged 60–69 and 70–79 years. 

The FoR is the largest global ageing survey of its kind that investigates attitudes towards later 

life, ageing and retirement. Each individual was asked a battery of structured questions regarding 

their socio-economic status, health conditions, social networks, saving and investments, and 

preparedness for retirement. The survey covers Denmark, France, Germany, Poland, Sweden, 

UK, Canada, USA, Brazil, Mexico, Russia, Turkey, Saudi Arabia, South Africa, China, Hong 

Kong, Taiwan, India, Indonesia, Japan, Malaysia, Philippines, Singapore, and South Korea, 

which can further be broadly classified into two mutually exclusive groups of mature and 

transitional economies respectively. Mature economies are those that industrialized early, have 

large service sectors, affluent populations, long-established pensions infrastructure and 

legislation and provide a comprehensive welfare „safety net‟ for their citizens. On the other hand, 

transitional economies do not yet meet the definition of a mature economy. In the transitional 

economies, the survey interviewed so-called „trendsetters‟ - people who live mainly in urban 

settings, and who work in the service sector or other modern areas of the economy. These 

trendsetters will arguably pick up on the behaviours and attitudes of mature economy 
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populations at an earlier stage than rural populations in the transitional economies. The 

interviews were conducted by telephone or where this was impractical by face-to-face. 

Individuals were selected at random and cohort samples are representative of the cohort (with 

due note of the trendsetter phenomenon). The Oxford Institute of Ageing at the University of 

Oxford is responsible for the research design and tools. Fieldwork and data-entry were carried 

out by Harris Interactive. Details of survey methodology and research reports can be obtained on 

the website http://www.hsbc.com/hsbc/retirement_future/research-summary
10-11

.  

 

2.2 Variables Used For Statistical Analysis 

 

The description of the selected variables is discussed in this section. The self-reported health 

(SRH) of respondent is used as an independent variable in this study.  During the interview, 

respondents were asked about their perception of health status and a question was “How is your 

health in general?” In order to record and compare the health situation of older adults across 

selected countries, responses are categorised in a five point ordered categorical scale as very 

good, good, fair, poor, and very poor.  The higher the numerical value, the poorer is the 

respondent‟s overall health situation. This variable is recorded further into two groups where the 

SRH was used as an indicator of health which is categorized as “good” (corresponding to good 

and very good responses) and “poor” (corresponding to fair, poor and very poor responses).  

The QoL was assessed by two survey instruments designed to capture subjective and 

objective appraisals of individual QoL. The feeling of an individual is measured by asking a 

subjective question with seven dimensions: How often do you think each statement applies to 

you? (Responses were from an ordered range i.e., often, sometimes, rarely and never). Following 

are various categories of outcome variables: 

i) My age prevents me from doing the things I would like to do (variable1, say V1_1), 

ii) I feel that what happens to me is out of my control (similarly, V1_2), 

iii) I am able to do the things I want to do (V1_3), 

iv) Lack of money prevents me from doing the things I want to do (V1_4), 

v) Family responsibilities prevent me from doing what I want to do (V1_5), 

vi) I feel life is full of responsibilities (V1_6), and  

vii) I feel the future looks good for me (v1_7).  

 

On the other hand, an objective question captures the difficulties they face in real life situations: 

“How often have you felt the following over the last week?” (Similarly, responses were chosen 

from an ordered range i.e., almost all of the time, most of the time, some of the time, almost none 

of the time and never). The following are various categories of outcome variables: 

i) I felt depressed (variable2, say V2_1), 

ii) I was happy (similarly, V2_2), 

iii) I felt lonely (V2_3), 

iv) I felt sad (V2_4), 

v) I felt everything was too much effort (V2_5), 

vi) I enjoyed life (V2_6), and  

vii) I was looking forward to the future (V2_7).  

  



48 

 

2.3 Statistical Tools Used For Data Analysis 

 

In the study, a bivariate cross tabulation analysis was carried out to examine any significant 

difference between two groups of individuals who reported good and poor health. Then a 

multiple ordered logistic regression analyses were performed to examine the impact of SRH on 

QoL across various countries.   

 

3. RESULTS 

 

3.1 Cross Tabulation Analysis 

 

The prevalence of self-reported-health by age and gender is displayed in Table 1. Our analyses 

show that there are health inequalities across different age cohorts and this is consistent for all 

selected counties and territories. The proportion reporting poor health increases with age and 

oppositely good health decreases with age. This result indicates a similar pattern across the world 

where reporting good heath is inversely related with age and this is now a globe al phenomenon. 

Moreover, whilst comparing between cohorts we see clear distinctions of prevalence (response) 

rates. For example, in case of youngest age cohort 40-49, more people reported good health 

compared with poor, whereas in the oldest cohort 70-79, it is completely opposite. The Chi-

squared analysis was applied to isolate the significant difference between groups of individuals 

and Table 1 shows that there is a significant difference in reporting good and poor health status 

across selected age cohorts.  

Gender is obviously an important variable in human science research. Significant differences 

in health status are observed to be for gender in some countries such as in Brazil, Hong Kong, 

Russia, Saudi Arabia, and in Turkey (statistical significance is considered at 1% level). In these 

countries a higher proportion of females are reported poor health compared to their male 

counterparts. It indicates that health inequality mainly persists in the developing countries. 

Evidence from this analysis also reveals that globally no universal health pattern follows for 

gender and for better understanding this requires further investigation.    

 

3.2 Health and Subjective Measure of QoL 
 

A cross tabulation between health and subjective QoL for various countries is presented in Table 

2-8. With few exceptions, the analysis reveals that globally an individual‟s feeling towards QoL 

varies significantly as a result of health inequality. As can be seen from Table 2, the subjective 

QoL is measured by an instrument “My age prevents me from doing the things I would like to 

do” and the outcome measures are often, sometimes, rarely and never. The response score varies 

across different segments of feeling due to biological age. Most people in developed countries 

who responded a good health feel that their age never prevents them from doing the things that 

they want to do. It has been observed that the biological age rarely prevents enjoying the life 

fully because of possessing good health across the globe. It is also found that respondents who 

possessing poor health a higher proportion in developed countries reported that poor health is 

never a factor, on the contrary, poor health is sometimes prevents enjoy life in developing 

countries. 
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Table 3 shows that distribution of responds reported subjective QoL by health status. 

Irrespective of all geographical regions a vast majority reported that because of their good health 

they never feel it is not yet out of control. Good health provides the opportunity to do things 

often what they want across selected countries (Table 4) and there exists significant variations 

among various levels QoL. Similarly, there is no consistent pattern in answering the QoL for 

“lack of money prevents from doing the things they want” although there exists significant 

variation between respondents possessing poor and good health (Table 5). To understand a clear 

relationship we need to control for other variables such as age and income.  

It has been observed from Table 6 that a higher proportion of respondents reported that 

family responsibilities never prevent them from doing what they like to do irrespective of their 

health situation and the response rates are higher for developed countries. Respondents also 

reported that as they feel life is often full of responsibilities and significant variations are also 

seen for all categories of QoL (Table 7).  It has been found that respondents are positive about 

the future as they often feel the future looks good for them and there is statistically significant 

across various response of QoL (Table 8).    

 

3.3 Health and Objective Measures of QoL 

 

In contrast, with regard to questions about how an individual felt over the last week, there is 

significant variation in relation to I felt depressed (Table 9). For example, those with good health 

are less likely to have been depressed – in mature economies 84.3% in the UK, 88.9% in 

Denmark, and 76.6% in France have almost none of the time or never felt depressed. On the 

other hand, in transitional economies, these proportions are significantly lower: about 41.0% in 

India, 35.9% in Philippines, and 33.7% in Turkey. Individuals who possess good health are 

likely to have been reported to be happy most of the time (Table 10). Loneliness differs 

significantly with SRH in all countries and territories except for China, Philippines, and Russia 

where SRH has no significant impact at all (Table 11). When considering I felt sad as a QoL 

indicator there is significant variation as a result of SRH except in China and Japan (Table 12). 

Similarly, Tables 13-15 shows variations across various categories of QoL among selected 

individuals in the study. Thus, it can be concluded that health is a major factor for enjoying life 

and the study confirms this for all areas under investigation.  

 

3.4 Ordered Logistic Regression 

 

The net effect of health on QoL has also been analysed using ordered logistic regression analysis 

adjusted for age and gender. We considered three independent variables in the model in order to 

examine their effects on the subjective QoL (Table16). It has been found that age and health are 

the two predominant factors affecting our QoL. On the other hand, gender is sometimes appeared 

to be statistically significant in some models. While considering all three variables for predicting 

Objective QoL we see that all three variables are appeared to significant. What it means that age, 

gender and health are interlinked and they play important role in our QoL, particularly among the 

selected respondents aged 40-79 in our study.  
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Table 1 Percent distribution of self-reported health among adult respondents by age and 

sex 

Country/ 

Territory 

Health Age  test2  

p-value 

Gender  test2  

p-value 

Total  

cases 40-49 50-59 60-69 70-79 Male Female 

Brazil Good 29.1 25.0 23.8 22.0 0.000 50.4 49.6 0.004 635 

Poor 17.8 24.9 27.0 30.3 41.0 59.0 366 

Canada Good 27.8 25.7 25.2 21.3 0.000 42.0 58.0 0.540 902 

 Poor 14.5 23.5 26.5 35.5 44.6 55.4 166 

China Good 34.3 28.1 20.6 17.0 0.000 52.2 47.8 0.236 335 

 Poor 20.3 23.5 27.2 29.0 48.3 51.7 665 

France Good 29.4 26.8 24.6 19.2 0.000 40.7 59.3 0.114 765 

 Poor 10.6 19.1 26.4 43.8 34.9 65.1 235 

Germany Good 29.5 26.3 25.2 19.0 0.000 52.2 47.8 0.384 691 

 Poor 15.5 22.4 26.1 36.1 55.2 44.8 330 

Hong Kong Good 30.6 25.3 23.7 20.4 0.000 49.7 50.3 0.006 553 

 Poor 18.5 24.5 26.5 30.5 41.0 59.0 449 

India Good 32.3 24.2 23.7 19.7 0.000 75.2 24.8 0.466 532 

 Poor 16.6 26.4 26.8 30.1 73.2 26.8 481 

Japan Good 26.6 25.3 26.0 22.1 0.022 48.7 51.3 0.255 665 

 Poor 21.8 24.5 23.0 30.7 52.5 47.5 335 

Malaysia Good 35.3 31.8 22.4 10.4 0.000 50.8 49.2 0.233 606 

 Poor 9.3 14.6 28.8 47.2 47.0 53.0 396 

Mexico Good 31.7 25.4 22.2 20.7 0.000 53.2 46.8 0.015 571 

 Poor 16.0 24.8 28.5 30.6 45.5 54.5 431 

Philippines Good 28.1 29.2 23.7 18.9 0.000 49.7 50.3 0.923 636 

 Poor 19.0 19.8 26.5 34.8 50.0 50.0  374 

Russia Good 41.0 32.6 15.7 10.7 0.000 44.9 55.1 0.000 178 

 Poor 21.8 23.7 27.5 27.0 19.4 80.6 854 

Saudi Arab. Good 34.1 30.7 23.9 11.3 0.000 53.3 46.7 0.004 683 

 Poor 5.3 14.0 27.0 53.7 43.5 56.5 322 

Singapore Good 31.9 27.1 22.9 18.1 0.000 47.3 52.7 0.373 698 

 Poor 9.8 19.9 29.7 40.5 50.3 49.7 306 

South Afr. Good 35.6 28.3 20.9 15.2 0.000 45.8 54.2 0.622 554 

 Poor 13.4 20.4 29.8 36.4 44.3 55.7 456 

South Korea Good 32.0 30.3 21.5 16.2 0.000 51.4 48.6 0.043 488 

 Poor 18.3 19.9 28.5 33.3 45.0 55.0 513 

Denmark Good 27.3 25.1 25.6 22.0 0.000 43.0 57.0 0.018 758 

 Poor 16.9 23.1 26.2 33.8 34.6 65.4 260 

Taiwan Good 33.5 28.0 21.8 16.7 0.000 45.8 54.2 0.024 528 

 Poor 15.5 21.6 28.6 34.3 38.8 61.2 472 

Turkey Good 33.1 25.2 20.5 21.1 0.000 47.8 52.2 0.000 341 

 Poor 21.3 25.4 26.9 26.3 32.0 68.0 676 

UK Good 26.8 26.6 24.0 22.6 0.000 45.8 54.2 0.169 837 

 Poor 15.5 18.2 28.2 38.1 51.4 48.6 181 

USA Good 27.8 25.1 24.7 22.4 0.000 40.3 59.7 0.521 813 

 Poor 12.2 26.0 26.0 35.7 42.9 57.1 196 
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Table 2 Distribution of respondents reporting V1_1 by health status 

 

Country/ 

Territory  

Health My age prevents me from doing the things I would like to do  test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 4.4 26.1 25.0 44.4 0.000 635 

Poor 23.5 34.2 21.3 21.0 366 

Canada Good 4.7 19.5 28.5 47.3 0.000 902 

 Poor 19.3 30.7 24.7 25.3 166 

China Good 11.6 21.8 13.4 53.1 0.000 335 

 Poor 16.5 29.2 15.5 38.8 665 

France Good 5.2 21.0 17.1 56.6 0.000 765 

 Poor 23.8 36.2 8.9 31.1 235 

Germany Good 3.8 11.1 19.4 65.7 0.000 691 

 Poor 15.5 22.4 20.9 41.2 330 

Hong Kong Good 7.8 26.9 28.0 37.3 0.000 553 

 Poor 17.8 41.9 14.3 26.1 449 

India Good 20.5 50.0 16.5 13.0 0.014 532 

 Poor 18.1 58.6 15.4 7.9 481 

Japan Good 2.9 31.6 46.0 19.5 0.000 665 

 Poor 7.2 36.4 46.0 10.4 335 

Malaysia Good 4.3 23.6 32.8 39.3 0.000 606 

 Poor 24.2 41.2 20.2 14.4 396 

Mexico Good 6.7 23.5 29.2 40.6 0.000 571 

 Poor 19.0 33.9 17.9 29.2 431 

Philippines Good 7.5 28.9 14.0 49.5 0.000 636 

 Poor 16.0 36.9 13.4 33.7 374 

Russia Good 10.7 8.4 30.9 50.0 0.000 178 

 Poor 23.2 20.6 27.4 28.8 854 

Saudi Arab. Good 11.7 36.9 36.3 15.1 0.000 683 

 Poor 35.7 42.5 18.0 3.7 322 

Singapore Good 13.9 31.8 19.5 34.8 0.000 698 

 Poor 22.9 43.8 19.6 13.7 306 

South Afr. Good 9.4 27.6 21.7 41.3 0.000 554 

 Poor 34.0 37.5 12.3 16.2 456 

South Korea Good 9.0 25.0 15.4 50.6 0.000 488 

 Poor 23.0 25.3 13.8 37.8 513 

Denmark Good 3.2 10.3 21.6 64.9 0.000 758 

 Poor 15.4 23.5 20.8 40.4 260 

Taiwan Good 11.2 27.1 23.9 37.9 0.007 528 

 Poor 17.4 30.7 20.8 31.1 472 

Turkey Good 15.5 15.2 20.2 49.0 0.000 341 

 Poor 34.0 16.0 18.9 31.1 676 

UK Good 5.6 18.3 17.9 58.2 0.000 837 

 Poor 21.5 30.9 12.2 35.4 181 

USA Good 3.7 18.7 28.5 49.1 0.000 813 

 Poor 21.4 30.6 19.9 28.1 196 
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Table 3 Distribution of respondents reporting V1_2 by health status 

 

Country/ 

Territory 

Health I feel that what happens to me is out of my control   test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 3.1 29.3 34.0 33.5 0.000 635 

Poor 10.9 41.0 27.0 21.0 366 

Canada Good 9.9 20.1 32.6 37.5 0.000 902 

 Poor 28.3 25.3 22.3 24.1 166 

China Good 5.7 10.1 14.0 70.1 0.024 335 

 Poor 8.7 14.6 15.8 60.9 665 

France Good 11.5 39.0 21.2 28.4 0.000 765 

 Poor 23.8 40.0 12.8 23.4 235 

Germany Good 4.8 10.9 22.6 61.8 0.000 691 

 Poor 11.5 16.4 20.6 51.5 330 

Hong Kong Good 8.7 31.3 30.6 29.5 0.000 553 

 Poor 13.6 42.5 21.2 22.7 449 

India Good 15.0 45.5 20.5 19.0 0.003 532 

 Poor 14.6 41.6 29.9 13.9 481 

Japan Good 14.6 20.9 47.7 16.8 0.001 665 

 Poor 6.9 26.9 45.7 20.6 335 

Malaysia Good 4.1 24.6 29.5 41.7 0.000 606 

 Poor 16.4 38.1 25.8 19.7 396 

Mexico Good 5.1 32.7 27.1 35.0 0.000 571 

 Poor 11.4 35.5 28.1 25.1 431 

Philippines Good 7.7 28.8 25.6 37.9 0.002 636 

 Poor 5.6 40.4 21.9 32.1 374 

Russia Good 7.9 4.5 19.1 68.5 0.000 178 

 Poor 8.8 11.6 28.8 50.8 854 

Saudi Arab. Good 7.3 38.2 43.3 11.1 0.000 683 

 Poor 21.1 41.9 32.0 5.0 322 

Singapore Good 9.7 39.7 21.6 28.9 0.000 698 

 Poor 15.7 42.8 25.2 16.3 306 

South Afr. Good 6.5 28.2 29.4 35.9 0.000 554 

 Poor 22.8 42.1 20.6 14.5 456 

South Korea Good 4.5 12.7 14.3 68.4 0.004 488 

 Poor 8.8 13.5 18.7 59.1 513 

Denmark Good 5.4 6.5 21.6 66.5 0.000 758 

 Poor 13.1 16.9 24.2 45.8 260 

Taiwan Good 8.0 22.3 35.8 33.9 0.001 528 

 Poor 10.2 31.6 27.3 30.9 472 

Turkey Good 15.8 17.0 26.7 40.5 0.302 341 

 Poor 20.6 16.1 23.7 39.6 676 

UK Good 7.3 26.2 20.2 46.4 0.000 837 

 Poor 18.8 33.1 18.8 29.3 181 

USA Good 9.1 23.1 32.3 35.4 0.000 813 

 Poor 23.0 33.2 21.9 21.9 196 
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Table 4 Distribution of respondents reporting V1_3 by health status 

 

Country/ 

Territory 

Health I am able to do the things I want to do  test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 41.9 48.7 8.8 0.6 0.000 635 

Poor 23.0 52.5 20.5 4.1 366 

Canada Good 74.4 19.4 4.1 2.1 0.000 902 

 Poor 53.0 31.9 10.8 4.2 166 

China Good 52.8 27.8 10.7 8.7 0.072 335 

 Poor 44.8 29.5 14.1 11.6 665 

France Good 66.3 26.1 4.7 2.9 0.000 765 

 Poor 47.2 36.2 10.2 6.4 235 

Germany Good 69.5 21.0 7.1 2.5 0.001 691 

 Poor 57.9 24.8 12.7 4.5 330 

Hong Kong Good 41.8 38.7 13.2 6.3 0.000 553 

 Poor 29.0 37.2 23.2 10.7 449 

India Good 25.0 43.4 23.5 8.1 0.000 532 

 Poor 13.1 52.6 22.7 11.6 481 

Japan Good 27.2 46.6 21.8 4.4 0.000 665 

 Poor 13.1 46.3 37.3 3.3 335 

Malaysia Good 64.5 27.1 7.3 1.2 0.000 606 

 Poor 35.4 37.6 25.5 1.5 396 

Mexico Good 53.9 37.1 7.7 1.2 0.000 571 

 Poor 35.5 49.2 13.2 2.1 431 

Philippines Good 56.0 34.0 6.8 3.3 0.000 636 

 Poor 37.4 45.5 13.4 3.7 374 

Russia Good 32.6 18.5 25.3 23.6 0.230 178 

 Poor 25.4 21.3 29.5 23.8 854 

Saudi Arab. Good 30.2 52.0 17.3 0.6 0.000 683 

 Poor 9.6 47.2 36.0 7.1 322 

Singapore Good 53.4 34.8 9.3 2.4 0.000 698 

 Poor 36.9 45.4 15.4 2.3 306 

South Afr. Good 54.2 29.1 10.1 6.7 0.000 554 

 Poor 31.1 40.8 19.7 8.3 456 

South Korea Good 34.2 39.1 15.8 10.9 0.000 488 

 Poor 20.5 27.5 25.3 26.7 513 

Denmark Good 77.4 17.7 4.0 0.9 0.000 758 

 Poor 45.4 28.5 16.5 9.6 260 

Taiwan Good 48.7 35.4 11.9 4.0 0.002 528 

 Poor 43.2 30.9 19.7 6.1 472 

Turkey Good 35.2 27.0 25.8 12.0 0.000 341 

 Poor 23.2 23.1 29.4 24.3 676 

UK Good 69.7 25.0 3.5 1.9 0.000 837 

 Poor 46.4 37.6 7.7 8.3 181 

USA Good 76.5 18.1 3.9 1.5 0.000 813 

 Poor 39.8 44.4 10.7 5.1 196 
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Table 5 Distribution of respondents reporting V1_4 by health status 

 

Country/ 

Territory 

Health Lack of money prevents me from doing the things I want to do  test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 37.0 39.2 13.4 10.4 0.000 635 

Poor 51.4 31.4 10.4 6.8 366 

Canada Good 15.9 33.3 22.4 28.5 0.000 902 

 Poor 32.5 25.3 19.3 22.9 166 

China Good 10.7 27.2 21.2 40.9 0.276 335 

 Poor 14.4 24.2 18.8 42.6 665 

France Good 16.6 31.2 18.7 33.5 0.031 765 

 Poor 23.4 31.9 12.3 32.3 235 

Germany Good 16.8 24.0 20.5 38.6 0.064 691 

 Poor 23.3 24.8 17.9 33.9 330 

Hong Kong Good 7.1 25.5 34.9 32.5 0.000 553 

 Poor 15.4 33.4 25.8 25.4 449 

India Good 18.0 43.2 30.6 8.1 0.021 532 

 Poor 20.6 49.9 22.7 6.9 481 

Japan Good 4.5 33.2 41.8 20.5 0.000 665 

 Poor 10.4 39.4 35.8 14.3 335 

Malaysia Good 8.7 42.2 30.2 18.8 0.024 606 

 Poor 11.4 47.5 28.8 12.4 396 

Mexico Good 16.6 44.3 23.1 15.9 0.000 571 

 Poor 25.3 52.2 12.3 10.2 431 

Philippines Good 28.1 40.1 14.8 17.0 0.137 636 

 Poor 35.0 35.8 14.4 14.7 374 

Russia Good 21.3 15.2 37.6 25.8 0.000 178 

 Poor 34.2 25.5 23.1 17.2 854 

Saudi Arab. Good 9.1 44.5 30.7 15.7 0.000 683 

 Poor 15.8 55.3 20.2 8.7 322 

Singapore Good 12.5 34.4 22.9 30.2 0.000 698 

 Poor 12.4 34.6 34.0 19.0 306 

South Afr. Good 25.6 42.4 17.9 14.1 0.000 554 

 Poor 48.2 31.1 14.3 6.4 456 

South Korea Good 11.7 27.5 18.9 42.0 0.000 488 

 Poor 23.0 29.6 15.4 32.0 513 

Denmark Good 6.2 14.9 27.6 51.3 0.000 758 

 Poor 13.5 14.2 18.8 53.5 260 

Taiwan Good 4.0 22.3 25.0 48.7 0.000 528 

 Poor 11.7 28.2 26.7 33.5 472 

Turkey Good 35.2 17.9 24.6 22.3 0.000 341 

 Poor 51.8 14.5 15.5 18.2 676 

UK Good 14.8 32.5 15.4 37.3 0.002 837 

 Poor 26.5 28.7 13.3 31.5 181 

USA Good 14.1 33.9 26.9 25.0 0.000 813 

 Poor 38.3 27.6 16.3 17.9 196 
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Table 6 Distribution of respondents reporting V1_5 by health status 

Country/ 

Territory 

Health Family responsibilities prevent me from doing what I want to 

do 
 test2  

p-value 

Total  

cases 

Often Sometimes Rarely Never 

Brazil Good 9.0 38.9 24.7 27.4 0.001 635 

Poor 16.1 29.5 28.4 26.0 366 

Canada Good 8.0 22.1 30.4 39.6 0.015 902 

 Poor 13.3 18.7 21.7 46.4 166 

China Good 10.1 24.8 20.9 44.2 0.015 335 

 Poor 15.2 27.8 14.6 42.4 665 

France Good 9.3 22.6 20.0 48.1 0.218 765 

 Poor 7.2 20.4 16.6 55.7 235 

Germany Good 9.1 22.0 22.9 46.0 0.730 691 

 Poor 9.4 19.7 21.5 49.4 330 

Hong Kong Good 5.4 29.5 30.6 34.5 0.000 553 

 Poor 14.0 35.0 21.8 29.2 449 

India Good 22.0 46.2 23.3 8.5 0.053 532 

 Poor 15.6 52.4 22.7 9.4 481 

Japan Good 3.0 30.1 45.4 21.5 0.016 665 

 Poor 4.5 37.0 43.9 14.6 335 

Malaysia Good 8.7 28.5 32.0 30.7 0.004 606 

 Poor 6.8 28.5 41.9 22.7 396 

Mexico Good 6.8 30.8 24.7 37.7 0.856 571 

 Poor 7.9 30.4 23.0 38.7 431 

Philippines Good 7.1 28.6 17.0 47.3 0.929 636 

 Poor 7.2 27.3 18.4 47.1 374 

Russia Good 14.6 9.0 23.0 53.4 0.556 178 

 Poor 13.6 11.0 26.7 48.7 854 

Saudi Arab. Good 11.4 47.6 33.1 7.9 0.001 683 

 Poor 20.5 46.6 28.3 4.7 322 

Singapore Good 12.3 33.8 24.9 28.9 0.006 698 

 Poor 13.7 31.7 34.0 20.6 306 

South Afr. Good 8.3 30.3 29.8 31.6 0.000 554 

 Poor 14.3 28.9 34.9 21.9 456 

South Korea Good 8.2 25.8 13.9 52.0 0.019 488 

 Poor 14.4 23.0 14.0 48.5 513 

Denmark Good 3.8 10.8 19.8 65.6 0.442 758 

 Poor 4.2 9.6 15.8 70.4 260 

Taiwan Good 13.8 28.6 21.8 35.8 0.064 528 

 Poor 12.5 33.7 25.0 28.8 472 

Turkey Good 12.9 10.9 20.8 55.4 0.001 341 

 Poor 23.1 10.9 17.0 49.0 676 

UK Good 4.9 26.6 20.1 48.4 0.014 837 

 Poor 11.0 22.7 18.2 48.1 181 

USA Good 5.2 25.0 30.0 39.9 0.000 813 

 Poor 13.3 23.5 23.5 39.8 196 
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Table 7 Distribution of respondents reporting V1_6 by health status 

 

Country/ 

Territory 

Health I feel life is full of responsibilities  test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 30.7 52.1 15.1 2.0 0.000 635 

Poor 20.2 45.4 25.4 9.0 366 

Canada Good 73.3 21.2 3.4 2.1 0.000 902 

 Poor 50.6 31.3 12.0 6.0 166 

China Good 24.5 31.3 21.2 23.0 0.002 335 

 Poor 16.5 27.4 25.4 30.7 665 

France Good 60.3 30.6 6.9 2.2 0.000 765 

 Poor 48.1 35.3 9.4 7.2 235 

Germany Good 72.9 19.7 5.5 1.9 0.000 691 

 Poor 55.8 27.3 11.5 5.5 330 

Hong Kong Good 21.7 40.0 21.5 16.8 0.000 553 

 Poor 12.5 30.5 34.5 22.5 449 

India Good 33.6 44.5 16.9 4.9 0.000 532 

 Poor 19.3 49.5 25.4 5.8 481 

Japan Good 29.6 38.6 29.0 2.7 0.000 665 

 Poor 16.7 40.6 39.4 3.3 335 

Malaysia Good 36.1 50.3 12.7 0.8 0.000 606 

 Poor 17.4 52.0 29.0 1.5 396 

Mexico Good 52.4 39.8 6.5 1.4 0.000 571 

 Poor 36.0 47.8 12.8 3.5 431 

Philippines Good 30.0 36.6 10.5 22.8 0.002 636 

 Poor 27.0 44.9 13.6 14.4 374 

Russia Good 52.8 15.2 19.7 12.4 0.000 178 

 Poor 31.0 19.2 26.5 23.3 854 

Saudi Arab. Good 39.5 52.0 8.3 0.1 0.000 683 

 Poor 19.9 59.9 17.4 2.8 322 

Singapore Good 52.1 32.7 11.2 4.0 0.000 698 

 Poor 33.0 43.1 20.6 3.3 306 

South Afr. Good 41.0 40.4 12.6 6.0 0.000 554 

 Poor 20.4 38.8 31.4 9.4 456 

South Korea Good 24.4 33.2 22.7 19.7 0.000 488 

 Poor 14.6 22.8 22.8 39.8 513 

Denmark Good 80.5 13.6 5.3 0.7 0.000 758 

 Poor 53.1 24.6 15.4 6.9 260 

Taiwan Good 33.7 30.1 21.4 14.8 0.000 528 

 Poor 19.9 21.0 35.2 23.9 472 

Turkey Good 27.9 24.0 29.9 18.2 0.000 341 

 Poor 29.9 17.2 20.6 32.4 676 

UK Good 58.5 31.9 7.0 2.5 0.000 837 

 Poor 40.3 34.8 14.4 10.5 181 

USA Good 77.7 17.0 3.7 1.6 0.000 813 

 Poor 54.1 35.2 7.7 3.1 196 
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Table 8 Distribution of respondents reporting V1_7 by health status 

Country/ 

Territory 

Health I feel the future looks good for me  test2  

p-value 

Total  

cases Often Sometimes Rarely Never 

Brazil Good 31.3 55.6 10.9 2.2 0.000 635 

Poor 18.6 52.7 21.9 6.8 366 

Canada Good 75.5 18.4 4.1 2.0 0.000 902 

 Poor 45.8 31.9 13.3 9.0 166 

China Good 43.6 26.0 13.7 16.7 0.000 335 

 Poor 30.5 25.7 21.8 22.0 665 

France Good 53.3 29.2 12.0 5.5 0.000 765 

 Poor 36.2 31.9 17.4 14.5 235 

Germany Good 52.7 30.5 10.3 6.5 0.000 691 

 Poor 30.3 31.5 19.4 18.8 330 

Hong Kong Good 24.8 34.9 23.9 16.5 0.000 553 

 Poor 12.9 27.4 35.9 23.8 449 

India Good 27.8 49.1 19.7 3.4 0.000 532 

 Poor 16.4 55.5 21.8 6.2 481 

Japan Good 20.2 39.2 37.6 3.0 0.000 665 

 Poor 6.9 30.7 56.1 6.3 335 

Malaysia Good 28.5 55.0 15.7 0.8 0.000 606 

 Poor 13.4 50.3 33.1 3.3 396 

Mexico Good 44.7 46.4 7.5 1.4 0.000 571 

 Poor 19.7 50.3 24.8 5.1 431 

Philippines Good 52.8 35.2 6.3 5.7 0.002 636 

 Poor 40.4 44.7 7.2 7.8 374 

Russia Good 16.3 14.0 29.8 39.9 0.017 178 

 Poor 10.1 10.3 29.5 50.1 854 

Saudi Arab. Good 22.8 61.1 15.2 0.9 0.000 683 

 Poor 9.6 50.0 33.5 6.8 322 

Singapore Good 49.4 33.5 12.2 4.9 0.000 698 

 Poor 30.7 40.8 21.6 6.9 306 

South Afr. Good 37.0 42.6 15.7 4.7 0.000 554 

 Poor 18.6 33.3 35.1 12.9 456 

South Korea Good 26.4 36.1 20.5 17.0 0.000 488 

 Poor 16.8 20.3 26.3 36.6 513 

Denmark Good 78.8 15.6 5.1 0.5 0.000 758 

 Poor 41.9 39.6 12.7 5.8 260 

Taiwan Good 37.3 28.6 18.4 15.7 0.000 528 

 Poor 20.8 23.5 31.8 23.9 472 

Turkey Good 29.0 17.6 24.9 28.4 0.002 341 

 Poor 23.1 13.6 22.6 40.7 676 

UK Good 62.6 31.4 4.2 1.8 0.000 837 

 Poor 32.6 44.8 12.7 9.9 181 

USA Good 75.2 20.7 3.0 1.2 0.000 813 

 Poor 41.8 40.8 12.2 5.1 196 
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Table 9 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_1 by health 

Country/ 

Territory 

Health I felt depressed  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 1.7 6.8 23.0 32.0 36.5 0.000 

Poor 9.8 15.3 33.1 24.3 17.5 

Canada Good 1.4 2.1 14.7 45.7 36.0 0.000 

 Poor 3.0 5.4 37.3 33.1 21.1 

China Good 0.9 3.6 26.0 41.8 27.8 0.764 

 Poor 0.9 4.8 28.0 41.5 24.8 

France Good 1.6 2.6 19.2 24.6 52.0 0.000 

 Poor 5.5 8.1 34.5 14.0 37.9 

Germany Good 1.3 2.0 15.3 33.4 47.9 0.000 

 Poor 4.5 3.6 27.3 28.2 36.4 

Hong Kong Good 0.7 2.2 16.8 59.9 20.4 0.000 

 Poor 2.2 5.8 25.6 52.3 14.0 

India Good 5.3 26.5 37.2 9.2 21.8 0.021 

 Poor 7.3 29.7 41.2 6.7 15.2 

Japan Good 0.5 6.3 32.6 41.1 19.5 0.011 

 Poor 1.8 10.1 31.0 43.0 14.0 

Malaysia Good 0.2 1.5 21.0 58.6 18.8 0.000 

 Poor 0.8 6.3 38.6 46.2 8.1 

Mexico Good 2.1 4.2 20.3 48.7 24.7 0.000 

 Poor 5.3 12.5 35.5 29.5 17.2 

Philippines Good 1.3 7.5 52.5 23.0 15.7 0.000 

 Poor 2.1 11.8 60.2 12.0 13.9 

Russia Good 6.7 2.2 25.3 24.2 41.6 0.000 

 Poor 13.7 6.9 36.1 13.0 30.3 

Saudi Arab.  Good 0.6 5.6 16.7 43.3 33.8 0.000 

 Poor 2.2 11.5 30.7 37.3 18.3 

Singapore Good 1.4 2.9 32.1 32.8 30.8 0.000 

 Poor 1.3 8.8 35.3 34.3 20.3 

South Afr. Good 3.1 7.6 37.9 27.8 23.6 0.000 

 Poor 12.7 21.1 42.3 14.7 9.2 

South Korea Good 2.0 6.1 24.4 40.8 26.6 0.000 

 Poor 7.2 12.7 28.5 35.5 16.2 

Denmark Good 0.8 1.2 9.1 25.6 63.3 0.000 

 Poor 3.1 4.6 16.9 30.8 44.6 

Taiwan Good 0.6 0.8 12.3 59.7 26.7 0.000 

 Poor 1.1 3.2 25.8 42.6 27.3 

Turkey Good 10.0 7.6 29.3 40.2 12.9 0.000 

 Poor 19.8 11.7 34.8 23.8 9.9 

UK Good 0.2 0.7 14.7 31.4 52.9 0.000 

 Poor 1.7 5.0 29.8 28.2 35.4 

USA Good 0.9 0.6 16.9 47.7 33.9 0.000 

 Poor 5.6 4.1 41.3 27.6 21.4 
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Table 10 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_2 by health 

Country/ 

Territory 

Health I was happy  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 30.4 41.9 23.6 3.8 0.3 0.000 

Poor 15.8 34.4 36.3 11.5 1.9 

Canada Good 47.5 41.6 9.2 1.4 0.3 0.000 

 Poor 31.3 38.6 26.5 1.8 1.8 

China Good 24.5 44.8 22.4 7.2 1.2 0.005 

 Poor 17.7 41.2 26.0 12.8 2.3 

France Good 39.7 39.5 16.7 2.7 1.3 0.000 

 Poor 31.1 33.2 28.5 4.7 2.6 

Germany Good 43.4 34.9 17.8 2.9 1.0 0.000 

 Poor 31.2 33.9 24.2 5.8 4.8 

Hong Kong Good 14.8 38.3 34.4 10.8 1.6 0.000 

 Poor 11.8 23.4 43.9 17.8 3.1 

India Good 37.2 38.7 19.7 3.4 0.9 0.000 

 Poor 20.8 41.8 29.3 5.2 2.9 

Japan Good 33.7 37.6 21.7 6.5 0.6 0.000 

 Poor 18.2 37.3 31.0 12.8 0.6 

Malaysia Good 33.0 47.4 18.8 0.8 - 0.000 

 Poor 17.4 47.0 34.1 1.5 - 

Mexico Good 32.2 53.1 13.1 1.4 0.2 0.000 

 Poor 27.4 45.2 22.3 4.6 0.5 

Philippines Good 37.3 48.1 13.7 0.9 0 0.002 

 Poor 27.5 50.0 21.1 1.1 0.3 

Russia Good 29.2 24.2 28.1 6.2 12.4 0.000 

 Poor 19.7 14.2 33.4 12.5 20.3 

Saudi Arab. Good 21.5 50.8 24.7 2.8 0.1 0.000 

 Poor 7.5 36.0 46.3 9.6 0.6 

Singapore Good 37.4 37.2 19.6 5.3 0.4 0.000 

 Poor 18.0 43.5 33.0 5.2 0.3 

South Afr. Good 33.8 43.7 20.6 1.4 0.5 0.000 

 Poor 16.2 40.1 36.0 6.1 1.5 

South Korea Good 33.0 31.6 22.1 9.0 4.3 0.000 

 Poor 25.1 23.2 27.5 17.0 7.2 

Denmark Good 51.2 35.6 11.2 1.6 0.4 0.000 

 Poor 37.7 38.5 16.9 6.2 0.8 

Taiwan Good 18.8 44.1 18.9 18.0 0.2 0.001 

 Poor 14.2 49.2 25.2 11.0 0.4 

Turkey Good 38.7 21.7 26.1 9.1 4.4 0.000 

 Poor 22.2 18.6 34.9 19.2 5.0 

UK Good 38.9 45.0 13.9 1.2 1.0 0.000 

 Poor 26.5 42.0 27.6 2.8 1.1 

USA Good 45.0 42.1 11.4 1.2 0.2 0.000 

 Poor 26.5 37.8 30.6 4.6 0.5 
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Table 11 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_3 by health 

Country/ 

Territory 

Health I felt lonely  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 1.9 5.5 21.7 34.6 36.2 0.000 

Poor 10.4 12.6 27.3 28.7 21.0 

Canada Good 1.1 2.4 19.2 42.4 34.9 0.000 

 Poor 3.6 7.2 31.9 35.5 21.7 

China Good 1.2 4.2 21.8 43.9 29.0 0.606 

 Poor 2.0 4.8 24.5 43.3 25.4 

France Good 3.3 3.5 17.9 24.2 51.1 0.000 

 Poor 10.2 6.4 24.3 20.4 38.7 

Germany Good 0.7 2.2 10.9 32.1 54.1 0.003 

 Poor 2.7 3.3 16.4 31.2 46.4 

Hong Kong Good 0.7 1.6 27.7 55.0 15.0 0.000 

 Poor 2.9 9.1 27.4 45.9 14.7 

India Good 6.8 21.4 31.2 11.8 28.8 0.002 

 Poor 7.3 24.5 38.7 11.2 18.3 

Japan Good 0.2 5.3 32.8 43.8 18.0 0.006 

 Poor 2.4 6.3 31.0 45.4 14.9 

Malaysia Good 0.2 3.0 27.7 52.0 17.2 0.000 

 Poor 0.8 9.1 44.4 38.4 7.3 

Mexico Good 1.6 5.1 17.5 46.6 29.2 0.000 

 Poor 3.5 11.1 27.8 33.4 24.1 

Philippines Good 2.4 7.9 51.6 23.6 14.6 0.246 

 Poor 2.1 11.0 54.0 18.7 14.2 

Russia Good 3.9 1.1 16.3 12.4 66.3 0.071 

 Poor 8.4 3.6 13.7 13.9 60.3 

Saudi Arab. Good 1.0 3.8 20.2 41.3 33.7 0.000 

 Poor 2.5 9.9 39.1 32.0 16.5 

Singapore Good 1.4 4.7 26.2 36.1 31.5 0.000 

 Poor 2.9 10.1 36.9 31.0 19.0 

South Afr. Good 2.9 8.8 31.4 30.5 26.4 0.000 

 Poor 10.5 18.2 32.9 20.8 17.5 

South Korea Good 2.0 6.6 23.8 40.6 27.0 0.000 

 Poor 8.8 13.3 28.3 33.9 15.8 

Denmark Good 0.1 1.7 5.5 27.6 65.0 0.000 

 Poor 5.4 2.7 9.6 25.8 56.5 

Taiwan Good 0.4 1.9 15.0 57.2 25.6 0.002 

 Poor 0.8 3.2 19.5 44.5 32.0 

Turkey Good 9.4 7.0 23.8 48.1 11.7 0.000 

 Poor 22.0 10.1 24.3 31.2 12.4 

UK Good 1.0 1.4 13.3 30.2 54.1 0.000 

 Poor 3.9 6.1 30.9 24.3 34.8 

USA Good 1.6 2.1 20.0 46.6 29.6 0.000 

 Poor 4.1 4.6 39.3 30.6 21.4 
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Table 12 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_4 by health 

Country/ 

Territory 

Health I felt sad  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 2.4 6.9 32.9 32.0 25.8 0.000 

Poor 11.7 13.4 36.1 23.5 15.3 

Canada Good 1.8 1.8 30.3 43.0 23.2 0.000 

 Poor 3.0 7.8 41.0 30.7 17.5 

China Good 1.2 3.0 20.0 47.2 28.7 0.390  

 Poor 0.9 4.7 23.9 44.4 26.2 

France Good 2.5 2.5 32.2 24.6 38.3 0.000 

 Poor 9.4 6.0 39.1 20.9 24.7 

Germany Good 2.5 3.5 26.6 36.9 30.5 0.001 

 Poor 3.9 7.6 33.0 29.7 25.8 

Hong Kong Good 0.4 1.3 15.7 62.7 19.9 0.000 

 Poor 2.4 3.8 26.7 52.6 14.5 

India Good 2.8 18.0 35.2 17.1 26.9 0.000 

 Poor 7.9 25.6 38.3 11.6 16.6 

Japan Good 0.5 5.3 33.2 43.0 18.0 0.163 

 Poor 0.9 8.1 33.1 44.5 13.4 

Malaysia Good 0 1.8 28.2 53.1 16.8 0.000 

 Poor 0.5 6.6 45.2 40.7 7.1 

Mexico Good 1.8 5.4 24.2 48.5 20.1 0.000 

 Poor 3.7 15.3 38.3 29.5 13.2 

Philippines Good 1.1 6.1 67.0 16.0 9.7 0.024 

 Poor 2.9 10.2 63.1 13.4 10.4 

Russia Good 6.2 4.5 39.9 17.4 32.0 0.000 

 Poor 14.2 9.6 40.7 14.6 20.8 

Saudi Arab. Good 1.0 3.1 26.2 42.8 26.9 0.000 

 Poor 1.9 6.8 40.7 34.8 15.8 

Singapore Good 1.4 3.2 35.2 34.5 25.6 0.000 

 Poor 3.9 11.8 38.9 29.1 16.3 

South Afr. Good 1.6 7.2 41.2 33.2 16.8 0.000 

 Poor 8.8 15.1 45.8 19.5 10.7 

South Korea Good 1.6 5.7 20.3 44.7 27.7 0.000 

 Poor 6.2 11.3 25.7 40.2 16.6 

Denmark Good 1.1 2.6 17.2 36.4 42.7 0.000 

 Poor 5.8 6.5 26.5 30.0 31.2 

Taiwan Good 0.6 0.9 11.7 61.4 25.4 0.000 

 Poor 0.8 3.4 23.5 42.2 30.1 

Turkey Good 13.2 10.0 42.5 28.2 6.2 0.000 

 Poor 27.4 13.8 38.5 14.1 6.4 

UK Good 0.7 1.9 28.3 32.3 36.8 0.000 

 Poor 3.3 4.4 42.5 24.9 24.9 

USA Good 1.4 1.5 28.8 50.6 17.8 0.000 

 Poor 2.6 5.1 48.0 31.6 12.8 
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Table 13 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_5 by health 

Country/ 

Territory 

Health I felt everything was too much effort  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost 

none of the 

time 

Never 

Brazil Good 2.2 11.3 33.9 29.3 23.3 0.000 

Poor 7.9 16.1 40.2 22.4 13.4 

Canada Good 1.8 1.9 18.3 44.7 33.4 0.000 

 Poor 3.0 5.4 41.6 31.3 18.7 

China Good 2.1 3.9 29.0 40.3 24.8 0.002 

 Poor 3.3 9.5 31.6 37.9 17.7 

France Good 1.0 1.2 18.3 25.5 54.0 0.000 

 Poor 6.0 5.5 28.1 23.4 37.0 

Germany Good 1.9 3.8 23.3 34.4 36.6 0.000 

 Poor 9.1 7.3 31.5 25.5 26.7 

Hong Kong Good 1.3 6.5 30.4 48.6 13.2 0.000 

 Poor 4.5 8.9 36.7 39.2 10.7 

India Good 9.8 30.8 32.3 10.9 16.2 0.000 

 Poor 10.2 32.6 40.5 10.0 6.7 

Japan Good 0.9 7.8 25.4 48.6 17.3 0.965 

 Poor 1.2 8.1 23.6 49.9 17.3 

Malaysia Good 1.2 4.6 34.2 43.6 16.5 0.000 

 Poor 2.0 13.1 42.4 33.8 8.6 

Mexico Good 4.2 11.0 23.6 38.4 22.8 0.000 

 Poor 11.1 16.7 33.6 23.4 15.1 

Philippines Good 7.1 17.5 41.0 19.7 14.8 0.715 

 Poor 6.4 17.9 37.7 20.3 17.6 

Russia Good 7.3 2.8 19.1 23.0 47.8 0.000 

 Poor 15.0 13.0 27.0 14.4 30.6 

Saudi Arab. Good 6.7 22.4 45.7 21.4 3.8 0.000 

 Poor 15.5 32.0 38.8 13.0 0.6 

Singapore Good 3.0 9.2 33.1 29.5 25.2 0.002 

 Poor 4.6 10.8 41.8 28.1 14.7 

South Afr. Good 2.0 9.9 37.0 31.0 20.0 0.000 

 Poor 10.1 20.6 39.9 20.6 8.8 

South Korea Good 6.4 8.2 13.5 35.5 36.5 0.000 

 Poor 9.2 13.6 17.3 38.2 21.6 

Denmark Good 1.1 2.6 14.1 36.1 46.0 0.000 

 Poor 9.2 10.4 26.9 23.8 29.6 

Taiwan Good 0.9 1.7 25.4 48.7 23.3 0.000 

 Poor 1.5 7.8 34.3 32.8 23.5 

Turkey Good 24.3 19.6 32.6 16.1 7.3 0.761 

 Poor 27.5 19.7 29.6 15.1 8.1 

UK Good 0.8 1.9 20.0 32.1 45.2 0.000 

 Poor 3.3 8.3 35.9 29.3 23.2 

USA Good 1.4 1.6 20.4 49.0 27.7 0.000 

 Poor 4.1 6.1 39.8 34.7 15.3 
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Table 14 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_6 by health 

Country/ 

Territory 

Health I enjoyed life  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 25.4 39.8 29.1 4.9 0.8 0.000 

Poor 15.0 28.1 38.5 15.8 2.5 

Canada Good 55.9 35.7 6.7 1.2 0.6 0.000 

 Poor 36.7 35.5 25.3 1.8 0.6 

China Good 24.2 42.1 21.2 10.4 2.1 0.002 

 Poor 18.5 36.2 23.2 17.3 4.8 

France Good 48.5 37.9 10.3 2.6 0.7 0.000 

 Poor 38.7 35.7 18.7 3.8 3.0 

Germany Good 46.5 28.7 17.7 4.8 2.5 0.000 

 Poor 33.6 30.9 23.0 7.0 5.5 

Hong Kong Good 16.5 34.7 36.2 10.8 1.8 0.000 

 Poor 11.4 24.5 36.3 24.1 3.8 

India Good 30.6 38.2 22.7 6.8 1.7 0.000 

 Poor 17.9 40.3 34.7 3.5 3.5 

Japan Good 29.8 30.1 28.3 11.3 0.6 0.000 

 Poor 14.9 33.4 35.2 15.8 0.6 

Malaysia Good 37.5 45.4 15.5 1.7 0 0.000 

 Poor 18.9 49.5 27.3 4.0 0.3 

Mexico Good 41.0 50.1 6.1 2.8 0 0.000 

 Poor 36.7 42.7 16.2 3.7 0.7 

Philippines Good 43.6 43.6 12.3 0.6 0 0.000 

 Poor 31.3 47.6 18.7 2.1 0.3 

Russia Good 27.0 21.9 28.7 5.6 16.9 0.000 

 Poor 16.4 10.8 31.4 15.2 26.2 

Saudi Arab. Good 24.6 49.5 22.3 2.5 1.2 0.000 

 Poor 8.7 45.3 34.8 9.6 1.6 

Singapore Good 43.1 34.4 15.9 5.7 0.9 0.000 

 Poor 17.0 39.2 31.4 11.1 1.3 

South Afr. Good 35.4 39.9 19.7 4.3 0.7 0.000 

 Poor 21.1 27.9 36.4 11.4 3.3 

South Korea Good 29.1 30.5 24.4 11.5 4.5 0.000 

 Poor 21.8 19.9 30.0 20.5 7.8 

Denmark Good 55.9 28.4 12.0 3.2 0.5 0.000 

 Poor 36.2 33.8 17.7 8.8 3.5 

Taiwan Good 17.2 39.2 23.9 19.5 0.2 0.043 

 Poor 13.8 36.4 32.2 17.2 0.4 

Turkey Good 25.5 18.5 34.0 16.4 5.6 0.000 

 Poor 13.6 12.6 35.5 30.0 8.3 

UK Good 51.3 37.2 10.3 0.7 0.6 0.000 

 Poor 33.7 37.6 21.5 5.5 1.7 

USA Good 58.3 32.6 8.4 0.4 0.4 0.000 

 Poor 38.3 36.2 21.9 3.1 0.5 
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Table 15 Distribution of respondents answering question “how often have you felt the 

following over the last week?” i.e., V2_7 by health 

Country/ 

Territory 

Health I was looking forward to the future  test2  

p-value Almost all of 

the time 

Most of the 

time 

Some of the 

time 

Almost none 

of the time 

Never 

Brazil Good 16.9 33.4 35.3 11.5 3.0 0.000 

Poor 10.9 19.9 39.3 25.4 4.4 

Canada Good 46.6 31.0 15.5 5.0 1.9 0.000 

 Poor 30.1 30.7 26.5 7.2 5.4 

China Good 15.8 34.0 26.0 17.3 6.9 0.001 

 Poor 11.3 27.1 24.8 26.3 10.5 

France Good 30.6 33.1 21.3 7.1 8.0 0.000 

 Poor 23.8 22.1 23.4 12.3 18.3 

Germany Good 38.6 30.0 19.8 7.7 3.9 0.000 

 Poor 22.7 26.7 31.5 11.2 7.9 

Hong Kong Good 8.9 21.5 38.2 26.9 4.5 0.000 

 Poor 5.6 14.0 31.6 41.2 7.6 

India Good 19.5 37.6 33.6 4.7 4.5 0.003 

 Poor 12.3 33.7 42.0 6.9 5.2 

Japan Good 23.8 31.0 23.2 21.1 1.1 0.000 

 Poor 10.7 23.9 31.9 30.7 2.7 

Malaysia Good 25.9 43.1 27.4 3.6 0 0.000 

 Poor 13.6 37.1 39.9 9.1 0.3 

Mexico Good 17.5 41.7 30.1 8.1 2.6 0.000 

 Poor 15.3 29.9 32.5 16.0 6.3 

Philippines Good 39.6 41.7 14.6 2.5 1.6 0.000 

 Poor 28.3 40.6 25.1 3.2 2.7 

Russia Good 25.3 19.1 24.7 10.1 20.8 0.000 

 Poor 14.3 13.2 25.2 14.6 32.7 

Saudi Arab. Good 13.2 37.9 35.7 11.7 1.5 0.000 

 Poor 6.2 28.3 43.2 16.8 5.6 

Singapore Good 36.7 30.2 20.6 9.5 3.0 0.000 

 Poor 19.0 35.9 22.2 17.6 5.2 

South Afr. Good 36.1 36.3 20.4 5.4 1.8 0.000 

 Poor 21.9 24.1 32.5 17.1 4.4 

South Korea Good 20.3 24.4 21.7 21.7 11.9 0.000 

 Poor 14.2 14.4 25.3 31.6 14.4 

Denmark Good 43.7 27.4 16.5 9.1 3.3 0.000 

 Poor 31.2 26.2 18.1 15.4 9.2 

Taiwan Good 16.9 34.7 22.5 24.8 1.1 0.000 

 Poor 11.7 28.2 28.2 28.0 4.0 

Turkey Good 15.2 6.2 31.7 33.1 13.8 0.001 

 Poor 20.6 11.5 22.5 32.2 13.2 

UK Good 40.3 33.2 21.1 3.8 1.6 0.000 

 Poor 26.0 25.4 31.5 12.2 5.0 

USA Good 49.9 29.6 15.4 4.3 0.7 0.000 

 Poor 29.6 33.7 27.6 5.6 3.6 
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Table 16 Estimates of ordered logistic regression analysis for determining how people feel 

about their lives and feelings 

Country / 

Territory 

Independent 

variables  

Dependent variables 

V1_1 V1_2 V1_3 V1_4 V1_5 V1_6 V1_7 

Brazil Age -0.040**  0.001  0.015**  0.029**  0.005  0.008  0.002 

Gender -0.112 -0.223  0.122 -0.021 -0.139  0.202  0.312* 

Health -1.121** -0.783**  0.922** -0.655** -0.099  0.735**  0.807** 

Canada Age -0.044** -0.006 -0.001  0.032**  0.043**  0.028**  0.008 

Gender  0.068  0.009 -0.014 -0.151 -0.042 -0.035 -0.014 

Health -1.065** -0.942**  0.952** -0.684** -0.071  0.964**  1.316** 

China Age -0.009  0.008  0.007  0.026**  0.019**  0.033**  0.000 

Gender -0.090 -0.046  0.094  0.228* -0.089  0.248* -0.078 

Health -0.496** -0.462**  0.296* -0.157 -0.304**  0.301*  0.534** 

France Age -0.050**  0.015** -0.011  0.026**  0.040** -0.005  0.018** 

Gender  0.477** -0.099  0.156 -0.249* -0.108  0.056  0.474** 

Health -1.107** -0.700**  0.880** -0.437** -0.008  0.574**  0.606** 

Germany Age -0.060**  0.002 -0.015*  0.031**  0.036**  0.001  0.010* 

Gender  0.051 -0.031  0.255 -0.024 -0.265*  0.123  0.282* 

Health -0.926** -0.536**  0.627** -0.455** -0.084  0.795**  0.991** 

Hong Kong Age -0.022**  0.001  0.019**  0.016**  0.021**  0.046**  0.035** 

Gender -0.076 -0.032  0.284*  0.238*  0.088  0292*  0.120 

Health -0.734** -0.535**  0.550** -0.659** -0.598**  0.454**  0.561** 

India Age -0.013*  0.006 -0.001  0.005  0.009  0.003  0.006 

Gender -0.306* -0.449** -0.064  0.136  0.013  0.188  0.256 

Health -0.079 -0.031  0.390** -0.327**  0.131  0.591**  0.433** 

Japan Age -0.026** -0.027** -0.004  0.015**  0.018** -0.006  0.009 

Gender  0.143 -0.375** -0.144  0.536**  0.145 -0.463** -0.168 

Health -0.434**  0.309*  0.700** -0.548** -0.442**  0.569**  0.905** 

Malaysia Age -0.077** -0.017**  0.029**  0.020**  0.023**  0.018**  0.024** 

Gender -0.088 -0.035  0.332** -0.039 -0.408**  0.412**  0.358** 

Health -0.909** -0.958**  0.951** -0.566** -0.330*  0.793**  0.762** 

Mexico Age -0.048** -0.015**  0.039** -0.002 -0.005  0.030**  0.037** 

Gender -0.098 -0.245*  0.052 -0.230 -0.307** -0.099 0.244** 

Health -0.648** -0.385**  0.585** -0.649**  0.043  0.599** 1.167** 

Philippines Age -0.038** -0.021**  0.036**  0.011*  0.002  0.011**  0.011* 

Gender -0.409** -0.241* -0.168 -0.247* -0.294* -0.042 -0.050 

Health -0.541** -0.171  0.555** -0.282*  0.001 -0.164  0.397** 

Russia Age -0.047** -0.016**  0.011*  0.001 -0.003  0.031**  0.000 

Gender -0.116 -0.268 -0.232 -0.230 -0.354*  0.065 -0.184 

Health -0.671** -0.536**  0.172 -0.675** -0..025  0.623**  0.514** 
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Table 16 (Cont.) Estimates of ordered logistic regression analysis for determining how 

people feel about their lives and feelings 

 

Country / 

Territory 

Independent 

variables  

Dependent variables 

V1_1 V1_2 V1_3 V1_4 V1_5 V1_6 V1_7 

         

Saudi Arab. Age -0.034** -0.002  0.029**  0.016**  0.019**  0.014*  0.038** 

Gender  0.264*  0.323**  0.159  0.178  0.318**  0.275*  0.300* 

Health -1.077** -0.856**  1.011** -0.910** -0.725**  0.810**  0.790** 

Singapore Age -0.029** -0.013*  0.024**  0.012*  0.010*  0.040**  0.044** 

Gender -0.387** -0.044 -0.013  0.059 -0.040 -0.066 -0.124 

Health -0.639** -0.392**  0.428** -0.296* -0.234  0.385**  0.421** 

South Afr. Age -0.058** -0.028**  0.007 -0.005  0.003  0.002  0.011* 

Gender -0.098 -0.103 -0.038 -0.200  0.039  0.120  0.031 

Health -1.117** -1.081**  0.784** -0.812** -0.382**  0.996**  1.048** 

South  

Korea 

Age -0.027** -0.001  0.031**  0.008  0.037**  0.059**  0.047** 

Gender -0.582** -0.256*  0.131 -0.092 -0.378**  0.211 -0.388** 

Health -0.475** -0.397**  0.789** -0.592** -0.400**  0.539**  0.694** 

Denmark Age -0.031**  0.021** -0.025**  0.062**  0.056** -0.011 -.016* 

Gender  0.200 -0.108  0.186 -0.343*  0.033 -0.131  0.141 

Health -1.115** -1.031**  1.654** -0.356* -0.034  1.410**  1.645** 

Taiwan Age -0.041** -0.011*  0.019** -0.017** -0.009  0.069**  0.067** 

Gender -0.342** -0.214  0.069 -0.040 -0.371**  0.302*  0.239* 

Health -0.094 -0.221  0.203 -0.551** -0.081  0.351**  0.348** 

Turkey Age -0.020**  0.022**  0.006  0.017**  0.028**  0.019**  0.019** 

Gender -0.548** -0.032  0.009 -0.390** -0.444**  0.007 -0.030 

Health -0.695** -0.188  0.640** -0533** -0.395**  0.209  0.380** 

UK Age -0.050**  0.009 -0.009  0.016**  0.036**  0.014*  0.016** 

Gender  0.438**  0.128  0.120 -0.167 -0.134  0.043 -0.100 

Health -0.991** -0.847**  1.081** -0.515** -0.299*  0.821**  1.263** 

USA Age -0.036**  0.010 -0.015*  0.033**  0.037**  0.016**  0.009 

Gender  0.233 -0.070  0.095 -0.175 -0.174 -0.221 -0.124 

Health -1.117** -0.972**  1.587** -1.120** -0.420  0.973**  1.420** 
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Table 17 Estimates of ordered logistic regression analysis for determining how often have 

you felt the following over the last week? 

 

Country / 

Territory 

Independent 

variables  

Dependent variables 

V2_1 V2_2 V2_3 V2_4 V2_5 V2_6 V2_7 

Brazil Age -0.006  0.003 -0.005  0.002  0.011*  0.012*  0.013* 

Gender -0.727**   0.120 -0.515** -0.609** -0.177  0.455**  0.038 

Health -1.064**  0.925** -0.879** -0.837** -0.737**  0.836**  0.741** 

Canada Age  0.005 -0.006 -0.005  0.001  0.000 -0.009  0.009 

Gender -0.458**  0.213 -0.306** -0.513** -0.154  0.252* -0.077 

Health -1.133**  0.945** -0.852** -0.718** -1.091**  1.032**  0.713** 

China Age  0.011* -0.017**  0.011*  0.009 -0.006 -0.013*  0.022** 

Gender -0.153 -0.138 -0.081 -0.118 -0.107 -0.164  0.133 

Health -0.212  0.546** -0.246 -0.239 -0.412**  0.534**  0.396** 

France Age  0.013*  0.007 -0.012* -0.007  0.016** -0.000  0.008 

Gender -0.686**  0.441** -0.637** -0.826** -0.546**  0.408**  0.390** 

Health -0.948**  0.483** -0.564** -0.700** -0.960**  0.516**  0.588** 

Germany Age -0.007 -0.002 -0.010 -0.003  0.005 -0.001  0.002 

Gender -0.366**  0.314** -0.123 -0.509** -0.725**  0.352**  0.324** 

Health -0.630**  0.639** -0.355** -0.433** -0.804**  0.558**  0.755** 

Hong Kong Age -0.004  0.002 -0.007 -0.005 -0.014**  0.004  0.031** 

Gender -0.005  0.112  0.199  0.106  0.150  0.061  0.264* 

Health -0.625**  0.614** -0.380** -0.673** -0.426**  0.678**  0.516** 

India Age  0.011*  0.002  0.013*  0.016**  0.019**  0.002  0.005 

Gender -0.425**  0.135 -0.313* -0.443** -0.200  0.132  0.135 

Health -0.373**  0.713** -0.400** -0.732** -0.367**  0.491**  0.425** 

Japan Age  0.008 -0.008  0.009  0.005 -0.002 -0.003  0.010* 

Gender  0.312** -0.626**  0.418**  0.205  0.319* -0.447** -0.002 

Health -0.278*  0.744** -0.156 -0.226  0.045  0.557**  0.731** 

Malaysia Age  0.004 -0.010 -0.012*  0.007 -0.006 -0.010  0.018** 

Gender -0.065  0.034 -0.322** -0.129 -0.129  0.220  0.206 

Health -1.100**  0.940** -0.867** -1.039** -0.705**  0.977**  0.604** 

Mexico Age -0.005  0.011* -0.015**  0.004 -0.015**  0.009  0.040** 

Gender -0.601**  0.250* -0.389** -0.659** -0.117  0.175  0.022 

Health -0.875**  0.410** -0.512** -0.912** -0.739**  0.344**  0.394** 

Philippines Age  0.003 -0.004 -0.007 -0.001  0.012*  0.002  0.020** 

Gender -0.436**  0.072 -0.121 -0.320*  0.040  0.234 -0.213 

Health -0.523**  0.494** -0.178 -0.261  0.054  0.548**  0.479** 

Russia Age -0.015**  0.018** -0.013** -0.012* -0.021**  0.013*  0.020** 

Gender -0.534**  0.002  0.115 -0.415** -0.242  0.027  0.086 

Health -0.489**  0.572** -0.234 -0.485** -0.699**  0.713**  0.553** 
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Table 17(Cont.) Estimates of ordered logistic regression analysis for determining how often 

have you felt the following over the last week? 

Country / 

Territory 

Independent 

variables  

Dependent variables 

V1_1 V1_2 V1_3 V1_4 V1_5 V1_6 V1_7 

         

Saudi 

Arabia 

Age -0.001  0.001 -0.010 -0.003  0.006  0.008  0.027** 

Gender -0.323**  0.425** -0.472** -0.699**  0.294*  0.669**  0.327** 

Health -0.891**  1.193** -0.928** -0.676** -0.897**  0.856**  0.388** 

Singapore Age  0.004  0.013* -0.012*  0.006  0.003  0.018**  0.032** 

Gender -0.305** -0.054 -0.188 -0.298* -0.259* -0.042 -0.026 

Health -0.540**  0.620** -0.633** -0.768** -0.510**  0.937**  0.446** 

South 

Africa 

Age  0.008 -0.016** -0.014**  0.000  0.001 -0.010  0.010* 

Gender -0.035 -0.005 -0.060 -0.067  0.084  0.073  0.012 

Health -1.347**  1.113** -0.695** -0.892** -1.039**  1.061**  0.898** 

South  

Korea 

Age  0.003 -0.007 -0.001 -0.002  0.011* -0.008  0.037** 

Gender -0.540** -0.255* -0.499** -0.515** -0.261* -0.180 -0.211 

Health -0.699**  0.630** -0.775** -0.681** -0.666**  0.675**  0.336** 

Denmark Age  0.016** -0.019**  0.013*  0.030**  0.032** -0.040** -0.004 

Gender  0.072  0.085 -0.009 -0.303* -0.197  0.205  0.080 

Health -0.920**  0.698** -0.544** -0.847** -1.287*  1.043**  0.642** 

Taiwan Age -0.008 -0.004 -0.018** -0.012* -0.031**  0.004  0.031** 

Gender -0.238  0.130 -0.059 -0.232 -0.226  0.133 -0.003 

Health -0.362** -0.019  0.146 -0.156 -0.234  0.125  0.214 

Turkey Age  0.011 -0.010 -0.005 -0.003  0.022** -0.002  0.008 

Gender -0.576**  0.604** -0.622** -0.640** -0.270*  0.272* -0.111 

Health -0.656**  0.718** -0.473** -0.633** -0.106  0.742** -0.206 

UK Age -0.001 -0.011 -0.005  0.002  0.001 -0.019**  0.012* 

Gender -0.154 -0.017 -0.010 -0.174 -0.031  0.079  0.098 

Health -0.938**  0.765** -1.038** -0.776** -1.126**  1.008**  0.850** 

USA Age  0.020** -0.022**  0.009  0.010  0.012 -0.022**  0.001 

Gender -0.388**  0.060 -0.290* -0.328** -0.245  0.086 -0.159 

Health -1.378**  1.173** -0.910** -0.945** -1.150**  1.060**  0.833** 

  

 

 

4. COMMENTS AND CONCLUSIONS 

 

It is hoped that the study will help us to enhance our understanding of wellbeing in old age. Our 

analyses show that there are health inequalities across different age cohorts and this is consistent 

for all selected counties and territories. The proportion reporting poor health increases with the 

biological age. Quality of life is examined for subjective as well as objective measures and it has 

been found that age, gender and health status of respondents are important determinants of QoL. 

From our analyses it may be concluded that the country level findings are helpful in 

understanding the role of health on the quality of life and they also enable us to make general 

conclusions at the global level. Finally, the results provide us a unique opportunity to learn 

findings from various countries and to make reasonable comparison. The findings are obviously 
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helpful for policy-makers in order invest more in older adults and to enhance the wellbeing of 

people in general.    
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ABSTRACT 

 

Indonesia is  the fourth most populous country in the world, and tenth largest elderly 

population.In 2020, the number of older people will steadily increase to 28.8 million (11% of 

total population) while the under five population will gradually decrease in number. Hence, the 

increase in life expectancy was predicted from 45.7 years in 1970, to 65.4 in 2000, 69.9 in 2015, 

and 76.9 in 2050, while the increase in number of older people 60+, was predicted from 4.9 

million in 1950, to 21.4 m in 2010 and to 79.8 in 2050. This demographic trend will have a 

significant impact on the elderly health status, in which the role of Age Friendly Primary Health 

Centres will be very important. The Age – friendly primary health centre  principles are designed 

by WHO in 2002  to serve as a guide for community – based Primary Health Care Centres  

(PHC), to modify management and clinical services, staff training and environments to better fit 

the needs of  older persons. Based on this policy, Age Friendly Primary Health Care Centres‟ 

implementation was declared by Ministry of Health (MOH), the Republic of Indonesia in 2003. 

To evaluate the role of Age Friendly PHC in Indonesia, The National Commission for Older 

Persons (2007) has conducted an assessment study at 4 provinces. The purpose of the study was 

to evaluate the principles address three major areas of Age Friendly PHC that were information 

and education; health care management; and physical environment. This study was conducted 

using a cross – sectional design in Jakarta, Yogyakarta, West Sumatra and West Java. The 

quantitative data was collected using a check list instrument, then was analyzed descriptively, 

and a qualitative approach was conducted using Focus Group Discussion among Formal and 

Informal Leaders and in-depth interview among Elderly Patients.  The results showed as follows:   

(1) Among 20 PHCs, 13 of them were Age Friendly PHC. Both type of PHC have implemented 

Age Friendly Health Care Policy in which Integrated Community Posts have been used to 

provide older persons health services in the community. The PHCs had already implemented 

such activities as follows:  information and education (83%), early detection (85%), physical 

exercise (100%), recreation (95%), medication (95%) and rehabilitation (30%). However, only 

50% of health providers have been trained, and only 85% of PHCs have been comfortable (2). It 

was shown that most of the leaders still need support of the government to improve PHCs quality 

regarding age friendly services, particularly in conducting training for the doctors and nurses in 

geriatrics and caring for dementia patients.  (3) The patients were satisfied with   the services and 
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activities provided by the PHCs, however the improvement of home care is still needed. They 

prefer to stay in their own houses with familiar environment. It was concluded that the 

implementation of age friendly PHC policy has been implemented but has not been in optimal 

goal. To cope with ageing in place programme to improve the wellness in ageing,   the quality of 

age friendly PHC should be improved, in which Integrated Community Posts have important 

role. 

 

Keywords: Demographic Trend, Ageing Population, Age Friendly PHCs, Ageing in Place       

 

 

1. BACKGROUND 

 

Population ageing is one of humanity‟s greatest triumphs. It takes on special meaning in the 

whole population. It will put increased demands on all aspects including demand on health in all 

countries. Many countries in the world will experience increasingly ageing populations in the 

21
st
 century. It was predicted that  the increase in number of old people 60+, from 4.9 million in 

1950, to 21.4 m in 2010,   to 79.8 in 2050. In this case, the number of oldest old in 2050 will be 

11.8 million (World Population Projection, 2006 revision calculated and reported by Adioetomo, 

2009).  

One of the countries that will have dramatic increase in the number of aged people in its 

populations is Indonesia. In Indonesia, by 2020 the number of older person will steadily increase 

to 28.8 million (11% of the total population), while under five population will gradually decrease 

in number. The increasing proportion of older persons is expected to results in an extraordinary 

increase in life expectation in this country. Increase in life expectancy from 45.7 years in 1970, 

to 65.4 in 2000, 69.9 in 2015, and 76.9 in 2050. It was declared by WHO in 2002, that there were 

aspects that have a particularly significant effect on the increasing of life expectancy. One of 

these aspects is health. 

Knowledge and understanding of health is growing rapidly. Health will also influence the 

quality of life among older persons. Many studies have shown the relationship between health 

and the quality of life of older persons (WHO, 2002 and Handajani, 2006). If quality of life is to 

be maximized and health and welfare needs of an ageing society are to be adequately met, then 

the practices with regard to older people will be improved.
 
 

Ageing and health are trends that must not to be ignored. The fact that many older persons 

present with illnesses needs a development in the health care services. In relation to this, geriatric 

syndrome can also exist due to the increasing number of oldest old such as nutrition problem, 

osteoporosis, depression, dementia, Incontinence, DM, cardiovascular, cancer, hearing 

impairment, visual impairment, oral health problem and medically compromised, delirium, and 

immobility and falls (Rahardjo et.al, 2007). In this regard, Age – friendly principles that has been 

designed by WHO in 2002, has adopted by Indonesia government will solve the geriatric 

problem in the community care. These principles are used to serve as a guide for community – 

based Primary Health Care Centres (PHCs), to better fit the needs of older persons including 

oldest old.  Based on this policy, Age Friendly Primary Health Care Centres implementation was 

declared by Ministry of Health (MOH) the Republic of Indonesia in 2003.    
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2. RATIONALE OF ASSESSING AGE FRIENDLY PRIMARY HEALTH CARE 

CENTRES (PHCS) 
 

Based on the above mentioned description in relation to population ageing in Indonesia, we 

realize that studying the age friendly primary health care and integrated community post to 

support the improvement of older persons‟ wellbeing is essential. It is also relevant to evaluate 

principles addressing three major areas of Age Friendly PHC which are information and 

education; health care management for the elderly; and physical environment and the role of care 

givers in Integrated Community Post to support the elderly daily life. It will be crucial too to 

study this because Indonesia is a very large country with about 225 million people consisting of 

various ethnic groups as well as a large range of social and economic condition due to 

geographical, natural and human resources. 
 
The study purposes were also to investigate whether 

the role of PHC benefitted older populations and whether PHC also enable people with 

temporary or permanent functional limitations to access needed care and to maintain health and 

independence. Accordingly, living arrangement in which family has very important to take care 

of older persons should be taken into account, particularly in relation to the partnership with 

PHCs  to support ageing in place programme. 

 

3. THE DEMOGRAPHIC TREND ON AGEING IN INDONESIA 
 

The world is ageing. Today, worldwide, there are approx. 600 millions persons aged 60+. The 

vast majority of older persons will be living in developing countries such as Indonesia, etc. 

Especially in Indonesia, there is demographic trends on ageing, as follows: increase in life 

expectancy from 45.7 years in 1970, to 65.4 in 2000, 69.9 in 2015, 76.9 in 2050; increase in 

number of old people 60+, from 4.9 million in 1950, to 21.4 m in 2010 and to 79.8 in 2050; and 

the consequences of economic and health as an effect on different needs for caring and health 

services (Adioetomo, 2009). This can be seen in chart below. 

Older people in Indonesia constitute the fastest growing age group in the population. In this 

context, population above sixty years is considered aged. The aged population can be 

decomposed into groups of young old, middle old and grand old. In relation to this, there are 

literacy levels in the general population and the aged, differentials according to sex and 

rural/urban habitat. A study found that the literacy rate among elderly persons is relatively high 

in Indonesia. In this case, the rural elderly, especially women, seem to be more at a disadvantage, 

owing to poor quantity and quality of educational facilities in rural areas. (See diagram above 

and below) 

With people living longer and fewer children being born, as mentioned earlier, the absolute 

number of older persons is increasing in Indonesia. The estimation of number of older persons in 

Indonesia can be seen in the diagram below.  
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Figure 1. Growth of Indonesian Old Population by age, 1950 – 2050 Calculated by 

Adioetomo 2009. Source World Population Projection, 2006 revision 

 

 

 
 

Figure 2. Estimated number of older persons in 2008. Source:  National.  Socio-Economic 

Survey 2008. Calculated by Adioetomo, 2009 
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Figure 3. Older persons by education 

Source: National.  Socio-Economic Survey 2008. Calculated by Adioetomo, 2009 

 

4. AGE FRIENDLY PRIMARY HEALTH CENTRES 
 

The study of role of age friendly primary health centres and integrated community posts to 

support oldest old care giving in Indonesia is a part of a study to evaluate the role of Age 

Friendly PHC in Indonesia that was conducted in 2007 and also a part of study on Integrated 

Community Posts System that was conducted in 2008. Both studies conducted by Indonesia 

National Commission for Older Persons at 4 provinces, using a cross – sectional design in 2007 

to evaluate the role of Age Friendly PHCs in Jakarta and then continued to evaluate the role of 

Integrated Community Posts Services in 2008. Quantitative data was collected using a check list 

instrument then was analyzed descriptively while qualitative method was employed at 4 

provinces. Qualitative approach was also conducted by using Focus Group Discussion among 

Formal and Informal Leaders and in-depth interview among Elderly Patients. Socio-economic 

and health of older persons also studied by employing the cross sectional survey in 33 provinces 

in Indonesia.   

Results of this study showed that both type of PHC have implemented Age Friendly Health 

Care Policy in which Integrated Community Posts have been used to provide older persons 

health services in the community. The PHCs had already implemented activities such as 

information and education (83%), early detection (85%); physical exercise (100%); recreation 

(95%); medication (95%) and rehabilitation (30%) as shown in figure 5. However, only 50% of 

health providers and care givers have been trained. It was shown that most of the leaders still 

need support of the government to improve PHCs quality regarding age friendly services, 

particularly in conducting training for the doctors and nurses in geriatrics and caring for 

dementia patients. The patients were satisfied with the services and activities provided by the 

PHCs, however the improvement of home care is still needed. Furthermore, for living 

arrangement, most people prefer to stay in their own houses with familiar environment. It means 



75 

 

that the living arrangement has followed government policy i.e. the Elderly Act No. 13, 1998. 

Therefore, the three generation under one roof that was commonly found, should be relevant. 
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Figure 4. PHCs services. Source: Rahardjo et al, 2009 

 

It was also found in this study that age friendly services, particularly in conducting training 

for the doctors, nurses and care givers in geriatrics and caring for dementia patients were still 

limited; supports of local governments were not in routine programme; older persons were 

satisfied with the services and activities provided by the PHCs and Integrated Community Posts, 

however, as mentioned earlier, the improvement of home care is still needed; and most of the 

older persons prefered to stay in their own houses with familiar environment . This is one of the 

traditional ways of living that support ageing in place. In this regard, home care will be very 

important, and the capability of family to care the older persons should be improved though 

collaboration with health providers from PHCs.   

In term of health care management, there was a high level of awareness of health provider 

followed by planning and monitoring, inter-sectoral cooperation, base line data availability, cost 

subsidy, and elderly empowerment (figure 5). 

Among 31 integrated community posts in 8 provinces, there were 90 people participants, 

consisted of head of integrated post, members and trainees. This study found that the average 

number of elderly people who actively involved in an integrated community post was 

approximately between 20 – 200 people. Results also showed that 65% of integrated community 

posts members were from the integrated community posts‟ own members while 35% was from 

the outside. It is also important to know that 75% of integrated community posts were formed 

based on a community agreement (musyawarah warga). One reason for this is because people in 

the community had has an awareness of the importance of the posts. In this regards, 70% of 

integrated community posts have already had a complete structure of its board which consisted 
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of chairman, secretary, treasurer, trainee and sections. Again, from community development 

point of few, Indonesia has significant advantages through integrated posts regarding ageing in 

place support system. 
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Figure 5. Health Care Management at PHCs. Source: Rahardjo et al, 2009 

 

In relation to older persons activities, some respondents were still active in working, many of 

them were still doing their activities in or outside their houses. A lot of respondents still got 

involved in physical exercise (20%), religious activity (24%), health education (10%), medical 

check up (17%), and social gathering (8%). This figures are similar with national data, reported 

by Adioetomo, 2009. 

What appears to be special in this study is that the role of government, especially local 

government, in supporting the integrated community posts. Local government played an 

important role to support actively the integrated community posts. Although this support from 

local government was not routine, local government was relatively supportive in term of 

providing funding for the integrated community posts, motivation, visiting, supporting the 

program and providing place for the activities. 

 

5. THE IMPACT OF AGEING POPULATION IN AGEING PLACE 

THROUGH THE ROLE OF PHCS 
 

Regarding ageing in place, beside of the numbers and proportions of elders, it is also pertinent to 

understand another aspect that related to the elders, such as household and living arrangement. 

The characteristic of household and living arrangement are as follows:  
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Figure 6. Living arrangement 

Source:   National.  Socio-Economic Survey 2008. Calculated by Adioetomo, 2009 

 

It seems that three generations under one roof was common (30%), balanced transfer but 

difference in lifestyle is potentials for conflict, however single households among the older 

persons are apparent in which the oldest, women and rural older persons live alone, and more 

older women than men live without spouse, instead with children or other persons. This is 

because changing family system, smaller family size, rural-urban-international migration, female 

labor participation, less and less caregiver‟s opportunity to develop home-care system, scarcity 

of land and housing, and declining job opportunity for the children. In this regard, family ideally 

should be a part of older person‟s health services as a team work with health providers of the 

PHCs (Rahardjo et.al, 2009). However, the awareness and capability of family to take care the 

older persons are relatively low. Therefore, training for PHCs‟ staff and family is highly needed, 

as suggested by Madrid International Plan of Action on Ageing (2002). 

Concerning on above mentioned situations, the role of PHCs particularly in rural areas are 

very important to maintain older persons‟ health status. According to WHO (2002), most 

preventive health care and screening for early detection and management takes place in the 

primary health care setting at the community level. These primary health care (PHC) centres, to 

which people can self refer, also provide the bulk of ongoing management and care. It is 

estimated that 80% of front-line health care is provided at the community level where PHC 

centers form the backbone of the health care system. Similar situation was also found in 

Indonesia as our study revealed that elderly people has benefited from PHC centres especially for 

gathering information and education (83%), early detection (85%), physical exercise (100%), 

medication (95%) and rehabilitation (30%). In regards of PHCs as the backbone of the health 

care system, our study found that it was only 50% of health providers have been trained.  

Older people already account for a sizeable proportion of PHC centre patients and as 

populations age and chronic disease rates climb, that proportion will increase. PHC centres are 

on the frontline of health care and are thus familiar to older people and their families. They are 

ideally positioned to provide the regular and extended contacts and ongoing care that older 

persons need to prevent or delay disability resulting from chronic health conditions (WHO, 

2004). Therefore, it is important to make PHCs more comfortable. This condition has already 

existed gradually in Indonesia as Indonesian Ministry of Health targeted in 2010 that 50% of 
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PHCs should have age-friendly health services. This is also similar with a study that revealed 13 

of 20 PHCs have already been age- friendly.  

Despite the critical role that PHC centres play in older persons‟ health and well-being, older 

persons encounter many barriers to care (WHO, 2004). For example, our research found that it 

was relatively difficult to find transport to the centre, or the transportation was unavailable or too 

expensive. At PHC centres, the elderly got only a few minutes with a health care provider who 

did not have time to listen to all their concerns, missed critical warning signs, and did not have 

the geriatric related training to make the right diagnosis or prescribe the right treatment. Some 

elderly patients did not able to afford the medicines prescribed, did not understand why to take 

the prescribed medicine, and what side effects to report. This limitation has predicted by WHO 

(2002) that older patients may become discouraged from seeking or continuing treatment with 

potentially serious health consequences. 

The World Health Organization (2004) has recognized the critical role PHC centres play in 

the health of older people worldwide and the need for these centres to be accessible and adapted 

to the needs of older populations. Based on this, by working with a series of discussion groups, 

we have gone to the source, asking older people and their providers to describe their benefits and 

barriers to care and their suggestions for change. These focus groups results that PHC did not 

only favor older people but also benefits all patients. This in line with the slogan of the UN 

International Year of Older Persons (“Towards a Society for All Ages”. Furthermore, in 

Indonesia, our study revealed that the implementation of age friendly PHC policy has not been in 

optimal goal. To cope with oldest old care giving to improve their quality of life, the quality of 

age friendly PHC should be improved, in which the role of care givers will be highly needed, and 

Integrated Community Posts have important role. Although there are some barriers that revealed 

and needed to be improved, most PHCs‟ patients were satisfied with PHC services. 

Finally, Biwas et al. (2009) stated that there is an important opportunity in the over all 

positioning of health care services to the older persons, due to the availability of health 

providers‟ commitment supported by the community through Integrated Community Posts. It 

also needs mutual coordination between family, community and PHCs. This should be 

supervised and monitored by local office Ministry of Health.     

 

6. CONCLUSION 

 

Indonesia population is ageing rapidly. Most of elderly in Indonesia, in this case, the rural 

elderly, especially women, seem to be more at a disadvantage, owing to poor quantity and 

quality of educational facilities in rural areas. This brings an impact on the health aspect so that 

the health care services at PHC are important. The implementation of age friendly PHC policy 

has been implemented, but has not been in optimal goal; the performance of Age Friendly PHs 

was better than Non Age Friendly PHCs; the facilities were  still limited, the funding mostly 

from Local Goverment Sources; the role of Community Integrated Posts were significant; to 

cope with oldest old care giving  programme  to improve  their quality of life ,   the quality of 

age friendly PHC should be improved, in which Integrated Community Posts have important 

role; training for Health Providers and Care Givers have to be improved.  Furthermore, mutual 

coordination between family, community and PHCs will support the achievement of ageing in 

place programme.  
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ABSTRACT 

 

We consider two important problems concerning the coefficient of variation. The first problem is 

concerned with testing the null hypothesis of no change against the alternative of exactly one 

change point when the change is expressed in terms of the value of the coefficient of variation. In 

the second problem we consider testing the null hypothesis that  1k  populations  1k  have 

the same unknown distribution against each of the alternatives: a) some populations have 

different coefficients of variation and b) the coefficients of variation are ordered. For both 

problems nonparametric test statistics are presented and their limiting distributions are given. 

The results of Monte Carlo studies are discussed. 
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ABSTRACT 

 

Multistratum experiments refer to those with multiple sources of errors. The error structure of an 

experiment is determined by the structure of the experimental units. Typically multiple strata 
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arise when some factors require larger experimental units than others, e.g., when their levels are 

more difficult to change. In this talk, I will present a general and unified approach to the 

selection and construction of such designs. Applications of the general theory will be illustrated 

on designs for blocked split-plots, blocked strip-plots and experiments with multiple processing 

stages. 
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ABSTRACT 

 

We present a new estimator of the jump activity index defined in Ait-Sahalia and Jacod (2009) 

for a discretely sampled semimartingale. The basic idea is to make use of the count of ``large" 

increments and the power variation of ``small" increments. Compared with that of Ait-Sahalia 

and Jacod (2009), our estimator has the same asymptotic properties yet has smaller variance 

since the new estimator effectively increases the number of the usable data. Simulations justify 

the improvement. 
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ABSTRACT 

 

Experimental Design plays an important role on establishing an interface between Applied 

Mathematics and statistical applications in several fields, like Agriculture, Industry, Genetics, 

Biology and Education Sciences.  The goal of any Experimental Design is to obtain the 

maximum amount of information for a given experimental effort, to allow comparisons between 

varieties and to control for sources of random variability. Randomized block designs are used to 

control for these sources. A Balanced Incomplete Block Design (BIB Design) is a randomized 

block design with number of varieties greater than the block size and with all pairs of varieties 

occurring equally often along the blocks. The Fisher related information of a balanced block 

design will remain invariant whether or not the design has repeated blocks. This fact can be used 

theoretically to build a large number of non-isomorphic designs for the same set of design 

parameters, which could be used for many different purposes both in experimentations and 

surveys from finite populations. The original and most important method on the construction of 

BIB Designs with repeated blocks (BIBDR) is due to Hedayat and Li (1979): the trade-off 

method. Since then, many authors and researchers have been paying particular attention to the 

construction of BIBDR, but still some unsolved problems remain. This issue will be briefly 

reviewed and new results on the existence and construction of BIBDR, as well as several 

unsolved problems for further research will be presented.  

 

Keywords: Experimental Design, BIBD, BIBD with Repeated Blocks.   

 

1. INTRODUCTION AND REMARKS CONNECTED WITH LITERATURE 

 

An experimental design is a set of rules by which the varieties (treatments) to be used in the 

experiment are assigned to experimental units, so to produce valid results as efficiently as 

possible. The importance of incomplete block designs is very well known in experiments 

involving a big number of varieties and a large class of incomplete block designs consists of the 

so-called balanced incomplete block designs (BIB Designs).  

Yates (1936a) formally introduced BIB Designs in agricultural experiments and since that 

time several challenging problems concerning the construction, non-existence and combinatorial 

properties of BIB Designs have been posed. A BIB Design is a binary incomplete block design 

for  varieties in b blocks of size k, so that each variety occur exactly r times along the blocks 
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and every pair of varieties concur in exactly   blocks. The five integers  ,k,r,b,  are the 

parameters of the BIBD, and they are not independent.  

Applications of BIB Designs are known for long, not only in Agriculture but also for example in 

Genetics, Industry and Education Sciences. See Raghavarao et al. (1986), Oliveira and Sousa 

(2002), Gosh and Shrivastava (2001) and Yang (1985). 

More recently, applications of BIB Designs are present in fields such as: biotechnology, for 

example on microarray experiments, Groβmann and Schwabe (2007); Feeding Consume 

Sciences, Wakeling and Buck (2001); Electronic Engineering, Wireless and Communications 

problems, Camarda, and Fiume, (2007), Boggia et al. (2009); Computer Science and Code 

Theory, along with connections with Cryptography, Chakrabarti (2006).  

Raghavarao  and Padgett (2005) presented an entire chapter devoted to BIB Designs applica-

tions. The authors explain the importance and connections of BIB Designs to the following 

statistical areas: Finite Sample Support and Controlled Sampling, Randomized Response 

Procedure, Balanced Incomplete Cross Validation, Group Testing, Fractional Plans, Box-

Behnken Designs, Intercropping Experiments, Validation Studies, Tournament and Lotto 

Designs, and Balanced Half-Samples.  

BIB Designs are optimal for a number of criteria under the usual homocedastic linear additive 

model and this optimality is not affected if the design admits block repetition. In fact, several 

reasons may lead to the consideration of block repetition in the design: the costs of the design 

implementation may differ using or not block repetition, the experimenter may consider that 

some treatment combinations are preferable to others or that some treatment combinations must 

be avoid, see Foody and Hedayat (1977) and Hedayat and Hwang (1984). Also many 

experiments are affected by the loss of observations, and even in extreme cases all the 

information contained in one or more blocks is lost. If there are no repeated blocks in the design 

some of the elementary treatment contrasts are no longer estimable. To avoid these situations, 

repetitions of blocks in the design are recommended, since it allow rely on the information 

contained in another block, with the same composition of the lost block and overcoming the 

missing data problem. 

Another reason for using BIBDR in a big number of applications is that, besides the variance 

expression for comparisons for each design being the same, the number of comparisons of block 

effects with the same variance is different for BIB Designs considering or not block repetition. 

BIB designs with repeated blocks have some block contrasts with minimum variance, Ghosh and 

Shrivastava (2001), Oliveira et al. (2006) and Mandal et al. (2008). 

The important role of BIB Designs with repeated blocks in Experimental Design and in 

Controlled Sampling contexts is explained in Foody and Hedayat (1977) and Wynn (1977).  

Important details, namely from the point of view of existence conditions, construction, particular 

characteristics and applications of BIBDR, as well as some topics for further research can be 

found for example in Van Lint (1973), Foody and Hedayat (1977), Hedayat and Li (1979), 

Hedayat and Hwang (1984), Raghavarao et al. (1986), Hedayat et al. (1989), Gosh and 

Shrivastava (2001). Raghavarao et al. (1986) considered a linear model that will distinguish 

designs with different support sizes, and they observed the relevance of this model in 

intercropping experiments and market research. 
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Besides many authors pay special attention to BIB Designs with repeated blocks, this is a very 

challenging area since there are yet many research questions with no answer. A review on 

important known results, some examples and unsolved problems will be presented.  

 

2. IMPORTANT CONCEPTS ON BIB DESIGNS WITH REPEATED BLOCKS 
 

2.1 BIB Designs and the Existence Problem  

 

A BIB Design with parameters  ,k,r,b,  is denoted by BIBD(  ,k,r,b, ), and the following are the 

necessary but not sufficient conditions for the existence of a BIBD: 

  b;)1()1k(r;bkr . 

The condition b  is known as Fisher inequality. 

For cases k=3 and k=4 to all  and for k=5 and =1,4,20 Hanani (1961) proved that conditions 

))1k(mod(0)1(   and ))1k(k(mod0)1(   are sufficient for the existence of a BIB 

Design. 

 

In some particular cases, even when a set ( λk,ν, ) satisfies the necessary conditions for the 

existence of a BIB Design, the actual design does not exist or its existence may be unknown. For 

these situations Hedayat et al. (1995) introduced two classes of designs: Contingently Balanced 

Incomplete Block (C-BIB) Designs and Virtually Balanced Incomplete Block (V-BIB) Designs. 

The authors show that both of these classes can be constructed by a sequential search algorithm. 

 

2.2 The Existence of BIB Designs with Repeated Blocks 

 

Consider a particular BIB design, and let B be a specific block randomly selected in this design. 

Let ix , i = 0, 1, ..., k be the number of blocks apart from B itself, which have exactly i varieties 

in common with B.  

 

It is known that for BIB designs with repeated blocks the following conditions hold:  
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In Sousa and Oliveira (2004) these conditions are developed to obtain a bound to the number of 

blocks, so that the design admits block repetition. Subtracting the third expression to the second 

and after some algebraic operations we have: 
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Solving in order to b it becomes: 
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and since  
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Since kx denotes the number of blocks identical to block B in the design, then the design just 

admits repeated blocks if there is at least one block in the design identical to block B, which 

means, if 1kx  . So, to 3k  : 
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And, solving last inequality in order to b: 
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If there exists a BIBD obeying the parameters (  ,k,r,b, ) then the number of blocks, b, should 

obey inequality (ii) so that the design admits block repetition. 

 

2.3 Classification into Families  
 

Hedayat and Hwang (1984) divided the collection of all BIB designs with 2 into three 

mutually exclusive and exhaustive families:  

 

Family 1 consists of all BIBD( ),k,r,b,   whose parameters ),r,b(   have a common integer 

divisor, t>1, and there exists one or more BIB( )t/,k,t/r,t/b,  designs.  

 

Family 2 consists of all BIBD( ),k,r,b,   whose parameters ),r,b(   have one or more common 

integer divisors greater than one but there is no BIB( )t/,k,t/r,t/b,  design if t>1 is one of the 

divisors of  b, r , and . No member of this family can be obtained by collecting or taking copies 

of smaller size BIB designs of type BIBD( )t/,k,t/r,t/b,  .  

 

Family 3 consists of all BIBD( ),k,r,b,   whose parameters ),r,b(  are relatively prime, thus the 

parameters  ,k,r,b,  for the members of this family are such that the great integer divisor of 

) ,r ,b(    is one. As in family two, in family three no member can be obtained by collecting or 

taking copies of smaller size BIB designs of type BIBD( )t/,k,t/r,t/b,  . 
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2.4 Results on Possible Parameters for BIBDR Existence (K=3,4,5,6)  

Considering the particular cases to k=3,4,5,6 and inequality (ii), we have, respectively the 

inequalities: 

   225
2

   

   72248
2

   

   2405613
2

  

   60016218
2

   

Parameters to possible BIBDR to particular cases k=3, 4, 5, 6, considering 5≤≤30, ≤10 and 

b≤200, were obtained, by implementing an algorithm to obey known BIBDR existence 

conditions.  
 

Considering the integer t, t ≥2, if the BIBD with parameters presented in Tables 1,2,3,4 exits, 

then it allows block repetition. These Tables also present the design classification into families. 

 

2.5 Blocks Multiplicity and Bounds 

 

If in the BIB Design there are less than b distinct blocks then the design has repeated blocks. The 

set of all distinct blocks in a BIB Design is called the support of the design, and the design 

cardinality is represented by b*. The notation BIBD(  ,k,r,b, |b*) is used to denote a  

BIBD(  ,k,r,b, ) with precisely b* distinct blocks.  

 

Considering BIBDR it seems important to find the answer to some fundamental questions, like 

for example which blocks and how many times should it be repeated in the design, and what is 

the minimum admissible value to b* so that the design admits block repetition. Some more 

concepts are then crucial.  
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Table 1 Parameters to possible BIBDR, block size 3, and classification into families 

 b r k  Family   b r k  Family 

5 10t 6t 3 3t 1  15 35t 7t 3 t 1 

6 10t 5t 3 2t 1  16 80 15 3 2 3 

7 7t 3t 3 t 1  16 80t 15t 3 2t 1 

8 56 21 3 6 3  17 136 24 3 3 3 

8 56t 21t 3 6t 1  17 136t 24t 3 3t 1 

9 12t 4t 3 t 1*  18 102 17 3 2 3 

10 30 9 3 2 3  18 102t 17t 3 2t 1 

10 30t 9t 3 2t 1  19 57t 9t 3 t 1 

11 55 15 3 3 3  21 70t 10t 3 t 1 

11 55t 15t 3 3t 1  22 154 21 3 2 3 

12 44 11 3 2 3  22 154t 21t 3 2t 1 

12 44t 11t 3 2t 1  24 184 23 3 2 3 

13 26t 6t 3 t 1  24 184t 23t 3 2t 1 

14 182 39 3 6 3  25 100t 12t 3 t 1 

14 182t 39t 3 6t 1        

 

Table 2 Parameters to possible BIBDR, block size 4, and classification into families 

 b r k  Family   b r k  Family 

5 5t 4t 4 3t 1  16 20t 5t 4 t 1 

6 15 10 4 6 3  17 68 16 4 3 3 

6 15t 10t 4 6t 1  17 68t 16t 4 3t 1 

7 7t 4t 4 2t 1  18 153 34 4 6 3 

8 14t 7t 4 3t 1  18 153t 34t 4 6t 1 

9 18t 8t 4 3t 1  19 57 12 4 2 3 

10 15t 6t 4 2t 1  19 57t 12t 4 2t 1 

11 55 20 4 6 3  20 95 19 4 3 3 

11 55t 20t 4 6t 1  20 95t 19t 4 3t 1 

12 33 11 4 3 3  21 105 20 4 3 3 

12 33t 11t 4 3t 1  21 105t 20t 4 3t 1 

13 13t 4t 4 t 1*  22 77 14 4 2 3 

14 91 26 4 6 3  22 77t 14t 4 2t 1 

14 91t 26t 4 6t 1  24 138 23 4 3 3 

15 105 28 4 6 3  25 50t 8t 4 t 1 

15 105t 28t 4 6t 1  28 63t 9t 4 t 1 
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Table 3 Parameters to possible BIBDR, block size 5, and classification into families 

 b r k  Family   b r k  Family 

6 6t 5t 5 4t 1  17 68 20 5 5 3 

7 21 15 5 10 3  17 68t 20t 5 5t 1 

7 21t 15t 5 10t 1  19 171 45 5 10 3 

9 18 10 5 5 3  19 171t 45t 5 10t 1 

9 18t 10t 5 5t 1  20 76 19 5 4 3 

10 18 9 5 4 3  20 76t 19t 5 4t 1 

10 18t 9t 5 4t 1  21 21t 5t 5 t 1 

11 11t 5t 5 2t 1  25 30t 6t 5 t 1 

13 39 15 5 5 3  26 130 25 5 4 3 

13 39t 15t 5 5t 1  26 130t 25t 5 4t 1 

15 21t 7t 5 2t 2*  30 174 29 5 4 3 

16 48 15 5 4 3  30 174t 29t 5 4t 1 

16 48t 15t 5 4t 1        

 

* There is no BIBD(15,21,7,5,2), so BIBDR(15,42,14,5,4) belongs to family 2, according to 

Hedayat and  Hwang (1984). 
 

 

Table 4 Parameters to possible BIBDR, block size 6, and classification into families 
 

 b r k  Family   b r k  Family 

7 7t 6t 6 5t 1  21 14p 4p 6 p 1 

9 12t 8t 6 5t 1*  22 77 21 6 5 3 

10 15t 9t 6 5t 1  22 77t 21t 6 5t 1 

11 11t 6t 6 3t 1  24 92 23 6 5 3 

12 22 11 6 5 3  24 92t 23t 6 5t 1 

12 22t 11t 6 5t 1  25 100 24 6 5 3 

13 26 12 6 5 3  25 100t 24t 6 5t 1 

13 26t 12t 6 5t 1  26 65 15 6 3 3 

15 35 14 6 5 3  26 65t 15t 6 3t 1 

15 35t 14t 6 5t 1  27 117 26 6 5 3 

16 16t 6t 6 2t 1  27 117t 26t 6 5t 1 

18 51 17 6 5 3  28 126 27 6 5 3 

18 51t 17t 6 5t 1  28 126t 27t 6 5t 1 

19 57 18 6 5 3  30 145 29 6 5 3 

19 57t 18t 6 5t 1  30 145t 29t 6 5t 1 
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The multiplicity of a block is the number of times the block occurs in the design. If in a BIB 

Design there are exactly  blocks with multiplicity i, exactly β blocks with multiplicity j,…, and 

all other blocks with multiplicity 1, then design has multiplicity pattern jj .  

If in a BIB Design with parameters (  ,k,r,b, ) each block occurs exactly m times (m>1), then 

the design is called a multiple block design of multiplicity m and is denoted by M-BIBD 

(  ,k,r,b, ). 

Let s represents the number of identical blocks in a design. The conditions 2  and s  are 

necessary for the existence of a design with b*<b. For a BIBD (  ,k,r,b, ) with s identical blocks 

and r>, Mann (1969) proved that s
b

k

r



. This inequality covers the Fisher’s inequality (case 

s=1). Van Lint and Ryser (1972) proved that the support size b* of a BIB Design satisfies b*= 

or b*>+1. Foody and Hedayat (1977) established new limits to b*, namely they reach the 

expression  


b
b*

min     where *
minb  represents the minimal support size to a BIBD based on  and k. 

Constantine and Hedayat (1983) present the construction of complete designs with blocks of 

maximal multiplicity and set its relevance in simple random sampling context.  

 

For particular cases with b<  and using the inequality of Mann (1969), Hedayat et al. (1989) 

obtained a more restrictive bound to *
minb  by considering the information about those blocks in 

the support that are repeated  times in the design: 

 

1)k(k

1)ν(ν
2

*
minb




  

 

2.6 The Variance for Block Effect Contrasts 

Consider a BIBDR )*b  ,k  ,r  ,b  ,v(   with the incidence matrix  ijnN  , where ijn  is the number of 

times that the i th variety occur in the j th block, b,...,2,1j  ,v,...,2,1i  . For this design the 

coefficient matrix D  for estimating a vector of block effects  'b21 ,...,,β   has the 

form NN
r

1
IkD '

b  , where bI  denote bb  identity matrix.  

 

Consider any two blocks of the design, jB  and 'j
B , which have h  varieties in common. Then the 

 'j,j th element of the matrix NN '  is equal to h  and the variance of the difference of block 

effects is given by: 

     vkhkv2ˆˆVar 2

jj '  . 

Since h  can take at most 1k   values, namely 0,1,…, k , so there will be at most 1k   possible 

variances for the estimated elementary block effect contrasts. 

Note that the variance of estimated contrasts of block effects tends to the minimum value as the 

number of common treatments between the two blocks increases. For BIBDR we can have some 
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block contrasts with minimum variance and this is one of the reasons for using it in a big number 

of applications, Oliveira et al. (2006). 

 

3. BRIEF REVISION ON THE CONSTRUCTION METHODS FOR BIB DESIGNS AND 

BIBDR 
 

Bose (1939) introduced the method of cyclical development of initial blocks, which allows the 

construction of most of the existing BIB Designs. Since then, several methods have been 

developed for the construction of BIB Designs. The most important ones are presented in 

Hinkelmann and Kempthorne (2005). These authors explain some Difference Methods, such as 

Cyclic Development of Difference Sets, the Method of Symmetrically Repeated Differences and 

the Formulation in Terms of Galois Field Theory and present some other methods using 

particular cases like irreducible BIB Designs, complement of BIB Designs, residual BIB Designs 

and Orthogonal Series. Also in Raghavarao and Padgett (2005) the construction of BIB Designs 

from Finite Geometries and by the Method of Differences is presented. 

Raghavarao (1971) presents the complete list of existing BIB Designs obeying the conditions 

, b≤100 and r, k ≤15. Hinkelmann and Kempthorne (2005) present a list of BIB Designs with  

≤25, k≤11. Julian et al. (2006), Chapter 3, present the existence results for BIB Designs with 

small block sizes, k≤9, and point some values of  for which the existence of a BIB Design 

remains undecided. 

Some construction methods have been also developed for the particular BIB Designs with 

repeated blocks. Van Lint and Ryser (1972) studied this problem and their basic interest was in 

constructing BIBD (, b, r, k, ) with repeated blocks such that parameters b, r,  were relatively 

prime. Foody and Hedayat (1977) showed that the combinatorial problem of searching BIBDR 

was equivalent to the algebraic problem of finding solutions to a set of homogeneous linear 

equations and presented the construction of BIB designs with =8 and k=3 with support sizes 22 

to 55.  

Hedayat and Li (1979) presented one of the still most important methods for the construction 

of BIB Designs with variable support sizes: the trade-off method. Using this method Hedayat and 

Hwang (1984) presented the construction of BIBDR(8,56,21,3,6) and BIBDR(10,30,9,3,2). The 

basic idea is to trade some blocks with some other blocks, without losing the BIB general 

characteristics of the design. The resulting design may differ from the original in what concerns 

the support size.  

Hedayat and Hwang (1984) call the following set of blocks a (,3) trade of volume 4 for any 

6, where 6 varieties (x, y, z, u, v, w) appear in each set of four blocks: 
 

I II 

xyz uvw 

xuv yzw 

yuw xzv 

zvw xyu 

 

If in a design we replace blocks in set I by blocks in set II we do not loose BIB property. We will 

use this method in our examples. 
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Trades properties are very important. In Handbook of Combinatorial Designs (2006), Chapter 

60, by Hedayat and Khosrovshah, is entirely devoted to Trades and related references. 

Several authors have been paying particular attention to the construction and properties of M-

BIB(7,7,3,3,1) Designs. Raghavarao et al. (1986) presented characteristics for distinguishing 

among balanced incomplete block designs with repeated blocks and obtained a class of BIB 

Designs β(7,21,9,3,3) where nine BIB Designs out of ten have repeated blocks. In Gosh and 

Shrivastava (2001) a method for the BIBDR construction, based on a composition of two semi-

regular group divisible designs and respective parameters was presented. The authors present a 

class of BIB designs with repeated blocks and the example of BIBDR (7,28,12,3,4) construction, 

as well as a table with the respective multiplicity of occurrence of variance for the estimated 

elementary contrast of block effects. These authors include the comparison of fifteen BIBD with 

the same parameters, according to the number of distinct blocks and to the multiplicities of 

variance of elementary contrasts of the block effect. Fourteen of these designs have repeated 

blocks. Mandal et al. (2008) present a complete class of BIB Designs β(7,35,15,3,5), with thirty 

one BIB Designs, where one of them has no block repetition and the remaining thirty are BIB 

Designs with repeated blocks. 

Oliveira and Sousa (2004) presented examples of BIBDR(12,44,11,3,2) with different 

structures for the same cardinality and Sousa and Oliveira (2004) presented the cardinality 

analysis for BIBDR (9,24,8,3,2). In the Handbook of Combinatorial Designs (2006), Manthon, R. 

and Rosa, A. chapter 1, results on BIBD ),k,r,b,(   of small order are presented, as well as a list 

of nonisomorphic such designs for particular values of . Also a table with admissible parameter 

sets of nontrivial BIB Designs with r≤41 and k≤/2 is presented, as well as references for earlier 

listings of BIB Designs. 

 

4. BIBDR STRUCTURES: SOME EXAMPLES 

We will present some examples of BIBDR with different parameters and also some BIBDR with 

the same parameters and different support sizes. Finally for BIBDR with the same support size 

we will present BIB Designs with different structures for repeated blocks.  

 

In example 1 we will consider BIBDR(13,26,8,4,2) from Table II and we present one possible 

structure, the most trivial one, with all blocks repeated once, b*=13. In example 2 we will 

consider BIBDR (9,24,8,3,2) from Table I, and we will use the trade-off method to obtain 

designs with two different cardinalities, b*=18 and b*=20. Finally we will present two possible 

structures for repeated blocks in BIBDR with the same cardinality . 

 

Example 1  

 

The most trivial way of getting a design from an existing one is simply by repeating the blocks in 

the original design. According to Calinski and Kageyama (2003) this is so-called juxtaposition 

method. Consider the varieties 1, …, 9, x, y, z, w. The representation for BIBD (13,13,4,4,1) 

structure can be: 
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BIBD(13,13,4,4,1) 
 

1234 1567 189x 1yzw 

258y 269w 27xw  

359w 36xy 378z  

45xz 468w 479y  

 

We can easily obtain the structure for BIBDR(13,26,8,4,2|b*=13), considering block multiplicity 

equal 2 and duplicating BIB(13,13,4,4,1). When we wish to compare any two blocks of the 

design we have 325
2

26









 possible comparisons, and to any two blocks which have four common 

varieties we have contrasts with minimum variance. 

 

Example 2 

 

In this example we present BIBDR (9,24,8,3,2) with different cardinalities, b*=18, b*=20 and 

b*=21. We illustrate the trade-off method application to obtain a possible structure to BIBDR 

(9,24,8,3,2|b*=20) by using BIBDR (9,24,8,3,2|b*=18). We present two different structures for 

repeated blocks considering the BIBDR (9,24,8,3,2|b*=21). 

 

 

      Design with 6 repeated blocks                                 Design with 4 repeated blocks 

   

                BIBDR(9,24,8,3,2|b*=18)       TRADE       BIBDR(9,24,8,3,2|b*=20) 
 

123 247 359  123 247 358 

123 249 359  123 248 359 

147 257 367 348→259 147 257 367 

149 258 367 359→248 149 259 367 

157 268 456 249→358 157 268 456 

158 269 456 258→349 158 269 456 

168 348 789  168 348 789 

169 348 789  169 349 789 

 

 

Example 3 

 

In this example we will consider the definition of complementary design to illustrate the 

construction of BIBDR (9,24,16,6,10|b*=21), and two different structures for repeated blocks 

with the same cardinality. We will use results of example 2). 
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Design with 3 repeated blocks BIBDR (9,24,8,3,2|b*=21) 

                  Structure 1                                           Structure 2 

 

123 248 357  123 246 357 

123 249 358  123 246 358 

147 257 368  145 257 367 

148 259 369  145 259 369 

158 267 456  167 278 478 

159 268 456  168 289 479 

167 347 789  179 348 568 

169 349 789  189 349 569 

 

 

Definition of complementary design is very important, particularly for cases with large k size. 

The complement of a BIBD(, b, r, k ,) is also a BIB design with b blocks each of size -k, so 

the existence of a BIBD with block size k implies the existence of another BIBD with block size 

-k. 

 

A simple technique for constructing one BIB Design from another is to replace the varieties in 

each block by the set of varieties that are not in the block, known as the complementary set of 

varieties.  

 

To k=6 and using complementary designs of BIBDR  (9,24,8,3,2) presented in example 2, 

examples follows to BIBDR (9,24,16,6,10|b*=21) structure. 

Consider the varieties 1,…,9, and block size equal to six. 

 

 

BIBDR (9,24,16,6,10|b*=21)- Structure 1 
 

456789 135679 124689 

456789 135678 124679 

235689 134689 124579 

235679 134678 124578 

234679 134589 123789 

234678 134579 123789 

234589 125689 123456 

234578 125678 123456 

 

 

Structure 1: We have three blocks repeated twice and18 non-repeated blocks. Any of the nine 

varieties appear twice in repeated blocks; 
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BIBDR (9,24,16,6,10|b*=21)- Structure 2: 
 

456789 135789 124689 

456789 135789 124679 

236789 134689 124589 

236789 134678 124578 

234589 134569 123569 

234579 134567 123468 

234568 125679 123479 

234567 125678 123478 

 

 

Structure 2: We have three blocks repeated twice and18 non-repeated blocks. Varieties 1,2,4 

appear once in repeated blocks, varieties 5,3,6 appear twice in repeated blocks and varieties 7,8,9 

appear three times in repeated blocks. 

 

5. CONSIDERATIONS AND PERSPECTIVE RESEARCH 

 

The construction of BIB Designs for some particular parameters combinations still remain 

unsolved, and so are the questions connected with the respective BIBDR. This is an important 

issue to develop, as well as the necessary or sufficient conditions for the existence of a BIBDR 

and given parameters. Bounds for the multiplicity of a block in such a BIBD need also more 

investigation, since for many BIBDR there are still open questions. 

In further research, besides continuing the cardinality analysis for particular BIBDR, it seems 

also important to investigate the relations between the number of possible structures and the 

design parameters, considering BIBDR with the same cardinality.  

Applications of BIB Designs and BIBDR are known in many diverse fields, but there are yet 

many others to explore and improve, using this area of knowledge as a new challenge. 
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ABSTRACT 

 

Let nXXX  , , , 21   be a random sample from a p-dimensional population distribution. Assume 

that both p and n are large. In this talk we introduce several test statistics to test the independence 

of p-variates and study the asymptotic properties. 
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ABSTRACT 

 

One of the most controversial topics when using a crossover design is how to deal with possible 

carryover effects. While there is broad agreement that one should attempt to use sufficiently long 

washout periods, this may not always be possible and it is not always clear what 'sufficiently 

long' really means. A growing number of researchers recommend that a crossover design should 

not be used if there is a possibility of carryover effects, with or without a washout period, that 

persist into the next active treatment period. Others have proposed more realistic models for 

modeling possible carryover effects. This talk will provide a closer look into these issues and 

review some of the proposals for alternative models. The talk will also consider efficient designs 

for different scenarios. 

  

The talk is based on joint work with various collaborators during the last years, including Samad 

Hedayat (U of Illinois at Chicago), Joachim Kunert (U of Dortmund, Germany), and Min Yang 

(U of Missouri). 
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ABSTRACT 

 

Objectives:  The aim was to conduct a meta-analysis of randomised control trials (RCTs) 

investigating the treatment of gallstone pancreatitis (GSP) by early ERCP versus conservative 

management and subsequent patient outcomes. 
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Data Sources and Review Methods:  A search of Medline, Embase, Science Citation Index, 

Current Contents, PubMed and the Cochrane Database of Randomised control trials identified all 

RCTs comparing early ERCP to conservative treatment in gallstone pancreatitis published in the 

English Language.  The meta-analysis was prepared with reference to the guidelines given in the 

Quality of Reporting of Meta-analysis (QUOROM) statement.  Variables that were considered 

the most objective to analyse were overall mortality, overall morbidity, severity of pancreatitis 

(mild or severe), pseudocyst formation, organ failure (renal, respiratory and cardiac), abnormal 

coagulation, development of pancreatic abscess/phlegmon and biliary sepsis.  

 

Results: Six trials were identified totalling 997 patients. There were significantly fewer 

complications in the active treatment group OR 1.78 (1.19, 2.67) with two further variables 

(pseudocyst formation and biliary sepsis) strongly favouring treatment but not reaching statistical 

significance.  The other outcome variables examined showed no strong trend for either treatment 

regimen. 

   

Conclusions:  Early ERCP in the setting of acute GSP significantly decreases the risk of 

complications and biliary sepsis. 

 

Keywords: Endoscopic retrograde cholangiopancreatography (ERCP); Meta-analysis; 

Randomized controlled trials (RCT); Gallstone pancreatitis; Biliary pancreatitis; Conservative 

treatment; Human; English 

 

1. INTRODUCTION 

 

Acute pancreatitis is a condition that is responsible for around 220000 hospital admission in the 

United States (US) and 12700 in Australia (2007-08), with an estimated cost to the US health 

system of $2.2 billion dollars annually (Whitcomb, 2006; AIHW Principal Diagnosis; Fagenholz 

et al., 2007).  There are many and varying causes that lead to this common pathological endpoint, 

however the vast majority of cases are caused by either alcohol or gallstones; in Australia this is 

35% and 45% respectively
 
(Baker, 2006).  The spectrum of disease severity seen in acute 

pancreatitis also varies, 80% of individuals will have mild pathology with a relatively benign 

course, 20% will suffer a severe attack, and 5% will die (Whitcomb, 2006; Fagenholz et al. 2007; 

Pandol et al. 2007).  Pancreatic inflammation caused by gallstones is likely related to biliary 

“hypertension” from obstruction and inappropriate activation of pancreatic enzymes, but the 

exact cause is not fully understood (Whitcomb, 2006; Pandol et al., 2007; Siva and Pereira, 

2006; Wysoki and Carter, 2007).  Relieving biliary obstruction in GSP by ERCP has been 

practiced since 1973, and advocated as an early intervention in an attempt to mitigate the 

morbidity and mortality of this condition (Classen, 2000; Kawai, 2000; Neoptolemos et al. 1988; 

Fan et al. 1993; Fölsch et al. 1997; Nowak et al. 1995; Acosta et al. 2006; Oria et al. 2007).  

Randomised controlled trials (RCT) have been conducted comparing conservative (supportive) 

treatment of GSP with early (usually within 24-72hrs of presentation) ERCP, and the results 

have been conflicting (Neoptolemos et al. 1988; Fan et al. 1993; Fölsch et al. 1997; Nowak et al. 

1995; Acosta et al. 2006; Oria et al. 2007). Meta-analyses performed on these trials have also 

delivered conflicting results contributing to the uncertainty surrounding the optimum 

management of these patients (Sharma et al. 1999; Ayub et al. 2004).  Since the publication of 

the last meta-analysis in 2004, 2 further RCTs examining this question have been published, and 

it is hoped that with this additional data a clearer picture of the appropriate management of these 

patients will emerge (Acosta et al., 2006; Oria et al., 2007). 
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2. METHODS 

 

RCTs that compared early ERCP + ES with conservative (supportive) treatment, and were 

published in full in peer-reviewed journals in the English language between 1970 and 2007, were 

included. Unpublished studies and abstracts presented at national and international meetings 

were also included.  Published studies that contained insufficient information were also 

excluded, but only after an effort had been made to obtain unpublished or missing data from the 

original authors. Six trials were identified by conducting a comprehensive search of Medline, 

Embase, Science Citation Index, Current Contents and PubMed databases, using medical subject 

headings „Endoscopicretrogradecholangiopancreatography (ERCP)‟; „Meta-analysis‟; 

„Randomized controlled trials‟; „Gallstone pancreatitis‟; „Biliary pancreatitis‟; „Conservative 

treatment‟; „Human‟; „English‟ (Neoptolemos et al. 1988; Fan et al. 1993;  Fölsch et al. 1997; 

Nowak et al. 1995; Acosta et al. 2006; Oria et al. 2007).  Manual search of the bibliographies of 

relevant papers was also carried out to identify trials for possible inclusion. Data extraction and 

critical appraisal were carried out by two authors (MJB and MAM). Standardised data extraction 

forms were used by these authors to independently and blindly summarise the randomised 

controlled trials meeting the inclusion criteria. The authors were not blinded to the source of the 

document or authorship for the purpose of data extraction. The data was compared and 

discrepancies were resolved by consensus. The primary author also contacted the original 

authors of some of the trials for clarification of data and to obtain unpublished, missing or 

additional information on various outcome measures. Variables that were considered the most 

objective to analyse were overall mortality, overall morbidity, severity of pancreatitis (mild or 

severe), pseudocyst formation, organ failure (renal, respiratory and cardiac), abnormal 

coagulation, development of pancreatic abscess/phlegmon and biliary sepsis. The quality of the 

randomized clinical trials was assessed using Jadad‟s scoring system and the meta-analysis 

prepared in accordance with the Quality of Reporting of Meta-analyses (QUOROM) statement 

(Jadad et al. 1996; Moher et al., 1999). 

 

3. STATISTICAL ANALYSIS 

 

Meta-analyses were performed using odds ratios (ORs) for binary outcome and weighted mean 

differences (WMDs) for continuous outcome measures. The slightly amended estimator of OR 

was used to avoid the computation of reciprocal of zeros among observed values in the 

calculation of the original OR (Agresti, 1996). Random effects models, developed using the 

inverse variance weighted method approach, were used to combine the data (Sutton et al. 2000). 

Heterogeneity among studies was assessed using the Q statistic proposed by Cochran and I2 

index introduced by Higgins and Thompson (Sutton et al., 2000; Cochran, 1954; Hedges and 

Olkin, 1985; Higgins and Thompson, 2002; Huedo-Medina et al., 2006).  If the observed value 

of Q is larger than the critical value at a given significant level (), in this case 0.05, we 

conclude that there is statistically significant between-studies variation. In order to pool 

continuous data, mean and standard deviation are required. However, some of the published 

clinical trials did not report the mean and standard deviation, but rather reported the size of the 

trial, the median and range. Using these available statistics, estimates of the mean and standard 

deviation were obtained using formulas proposed by Hozo et al. Funnel plots were synthesized in 

order to determine the presence of publication bias in the meta-analysis. Both total sample size 

and precision (1/standard error) were plotted against the treatment effects (OR of outcome 

variable) for re-operation rate, failure rate and complication rate (Sutton et al., 2000; Egger et al., 

1997; Tang et al., 2000). All the resulting funnel plots are asymmetrical, suggesting the existence 

of publication bias (Egger et al., 1997; Tang et al., 2000). The number of studies included in the 
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funnel plots, indicated by the number of plotted points, is not large enough for the detection of 

study bias (Egger et al., 1997, Span, 2006).  All estimates were obtained using a computer 

program written in R (R: Version 1, 2008) All plots were obtained using the meta-package 

(Lumley T. The rmeta Package, Version 2.14). 

 

4. RESULTS 

 

Six prospective RCTs were identified by the authors as meeting the inclusion and exclusion 

criteria for meta-analysis.  The studies include 997 patients, 532 treated supportively and 465 

having early ERCP +/- ES.  Patient demographics and selection methods were detailed in all of 

the available studies.  The design of each RCT was slightly different, namely in time to ERCP in 

the treatment group (varying from 24-72hrs), and in the specific aspects of the complications 

reported; the primary endpoints in each study were morbidity and mortality. 

There was a significant decrease in overall complications in the treatment group as compared 

with supportive management (OR 1.78, 95% confidence interval (CI) 1.19, 2.67; P 0.0053). 

Mortality was not shown to be significantly improved by early biliary decompression, however, 

there was a trend favouring intervention (OR 1.5, CI 0.59, 3.83; P 0.39).  Other parameters that 

favoured the treat group without achieving statistical significance were pseudocyst formation 

(OR 1.57, CI 0.81, 3.01; P 0.17) and biliary sepsis (OR 3.77, CI 0.74, 18.99; P 0.10).  No strong 

trend favouring either hypothesis was shown for renal failure (OR 0.86, CI 0.34, 2.18; P 0.75), 

cardiac failure (OR 1.29, CI 0.62, 2.69, P 0.49), respiratory failure (OR 1.04, CI 0.41, 2.64; P 

0.93) or coagulation abnormalities (OR 0.91, CI 0.35, 2.36; P 0.85).   

 

5. DISCUSSION 

 

The pancreas (Greek pan, all; kreas, flesh or meat), so named by Rufus of Ephesus around 100 

AD, was first connected to the alcohol induced phenomenon of epigastric pain and vomiting by 

Reginald Fitz, a Harvard pathologist. In 1878 he noticed pancreatic inflammation was associated 

with this constellation of symptoms, which could progress to severe suppurative and 

haemorrhagic complications (Townsend et al., 2007; Beger et al., 2007).  Biliary calculi were 

first associated with pancreatitis in 1901 by Opie, also a pathologist, who worked at Johns 

Hopkins University.  He discovered an impacted stone at the Ampulla of Vata during a post-

mortem on a patient who had succumbed to severe pancreatitis (Townsend et al., 2007).  Acute 

pancreatitis is still diagnosed clinically by the characteristic epigastric pain, nausea and vomiting, 

now augmented with tests for serum pancreatic enzyme levels and imaging studies to determine 

both the cause of pancreatic inflammation and its severity (Whitcomb, 2006; Pandol et al., 2007; 

Baron et al., 2007).  Clinically, acute pancreatitis is categorised according to severity (mild or 

severe) and aetiology (Whitcomb, 2006; Pandol et al., 2007).  The two scoring systems most 

commonly used to predict severity are Ranson‟s criteria and The Acute Physiology and Chronic 

Health Evaluation (APACHE II) score (Whitcomb, 2006; Pandol et al., 2007).  A Ranson‟s score 

≥ 3 or an APACHE II score ≥ 8 indicates severe acute pancreatitis, and in these individuals more 

intensive monitoring is crucial (Whitcomb, 2006; Pandol et al., 2007; Baron et al., 2007; Swroop 

et al., 2004).  The overall mortality in acute pancreatitis is 5%, but of the 20% of people who 

suffer a severe attack 10-30% will die, and in patients requiring ICU admission mortality 

increases to 30-50%, with outcomes further worsening as the severity scores increase 

(Whitcomb, 2006; Swroop et al., 2004; Nathens et al., 2004).  In 70-80% of individuals, the 

primary cause of acute pancreatitis is either ethanol ingestion or cholelithiasis; others include 

drugs, trauma, systemic illness, congenital causes with around 20% classed as idiopathic 

(Whitcomb, 2006; Pandol et al., 2007; Swroop et al., 2004).  However despite the high 



102 

 

prevalence of gallstone acute pancreatitis and ever increasing biochemical and imaging 

investigations, the exact mechanism responsible for the pathological process is still unknown 

(Pandol et al., 2007).  Although the pathogenesis is almost certainly related to aberrant activation 

of pancreatic enzymes and biliary obstruction, no current animal model adequately explains this, 

and detailed human data is not available (Whitcomb, 2006; Pandol et al., 2007).   

It is no surprise therefore that early surgical intervention in the patient with acute pancreatitis 

has long been considered and attempted.  Specifically in relation to GSP, a study by Acosta 

found early biliary decompression by cholecystectomy, duct exploration and transduodenal 

sphincterotomy performed within 48hrs decreased mortality (16% vs. 2%) (Rocha et al., 2008).  

This finding however was contrary to the commonly held view at the time, that early surgical 

intervention in patients with GSP was associated with a high morbidity and mortality (Rocha et 

al., 2008).  ERCP, although now routine, is a relatively young intervention in the history of 

medical and surgical practice. Reports of the first successful endoscopic retrograde cholangiog-

raphy and endoscopic retrograde pancreatography date from 1968 and 1970 respectively (Goh, 

2000). The first ERCP with endoscopic sphincterotomy (ES), was performed by Demling and 

Classen at Erlangen on June 6, 1973, closely followed by Kawai on August 10 1973 (Classen, 

2000; Kawai, 2000).  During this first sphincterotomy Drs Classen and Demling also performed 

a gallstone extraction using the Dorma basket; Dr Classen related that this first successful ERCP 

+ ES resulted in a “massive response” from his autonomic nervous system (Classen, 2000).  

From these beginnings ERCP has been honed into a formidable diagnostic and therapeutic tool 

over the preceding forty years.   

The utility of ERCP in relieving biliary obstruction in GSP is undoubted, despite this, there is 

still much controversy as to which patients benefit from this intervention.  Both the AGA 

(American Gastroenterology Association) and ACG (American College of Gastroenterologists) 

guidelines agree that patients with GSP plus cholangitis should undergo immediate ERCP 

(Banks et al., 2006; AGA Institute Medical Position Statement on Acute Pancreatitis 

Gastroenterology 2007).  The ACG adds that patients with severe GSP should also undergo early 

ERCP, however the AGA guidelines sight this as controversial, sighting the conflicting data 

(Banks et al., 2006; AGA Institute Medical Position Statement on Acute Pancreatitis 

Gastroenterology 2007).  The BSG (British Society of Gastroenterology) further recommends 

that patients with jaundice, or a dilated common bile duct should also be considered for ERCP 

preferably within seventy-two hours, although no mention of the severity of pancreatitis is 

attached to this statement (UK Guidelines for the Management of Acute Pancreatitis. 2005). 

Two previous meta-analyses (and their component studies) on which these guidelines have 

been based reached different conclusions (Sharma et al., 1999; Ayub et al., 2004).  The first 

analysis performed on four RCTs including 834 patients found early (24-72hrs) ERCP 

significantly decreased complications in the treatment group (regardless of severity) 

(Neoptolemos et al., 1988; Fan et al., 1993; Fölsch et al., 1997; Nowak et al., 1995; Sharma et 

al., 1999).  The second study focused on only three RCTs with 554 patients, and showed that the 

significant decrease in complications was found only in patients with severe pancreatitis, neither 

meta-analysis found that early ERCP significantly decreased mortality (Neoptolemos et al. 1988; 

Fan et al., 1993; Fölsch et al., 1997; Ayub et al., 2004).  Interestingly, a caveat regard the 

Cochrane meta-analysis must be noted as the authors included data from one study (Fölsch et al) 

that was not originally included in the published version which enabled further stratification of 

patients into those with mild and those with severe acute pancreatitis (Ayub et al., 2004).  This 

particular study was stopped early due to poorer patient outcomes in the experimental group both 

for mortality (in mild and severe GSP) and morbidity (again in both groups), although this was 

not statistically significant (Ayub et al., 2004).  The findings of this meta-analysis support those 

of the first, that early ERCP +/- ES significantly decreases morbidity, but not mortality.  
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Unfortunately there is a paucity of data in the RCTs classifying disease severity, making useful 

analysis of this variable difficult, and thus affecting the consensus statements drawn from them.   

 

6. CONCLUSIONS 

 

This meta-analysis confirms the findings of a previous review, this being that early ERCP +/- ES 

decreases overall complications in patients with acute GSP. Mortality, biliary sepsis and pseudo-

cyst formation favour intervention but do not reach the level of statistical significance.  

Examination of the data available indicates that further large prospective RCTs are required to 

confirm the utility of early ECRP +/- ES in mild and severe GSP.  
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ABSTRACT 

 

Purpose: The aim was to conduct a meta-analysis of the randomized evidence to determine the 

relative merits of laparoscopic inguinal herniorrhaphy (LIHR) and open inguinal herniorrhaphy 

(OIHR). 

Data Sources and Review Methods: A search of the Medline, Embase, Science Citation Index, 

Current Contents and PubMed databases identified all randomized clinical trials (RCTs) that 

compared LIHR and OIHR published in the English literature between January 1990 and January 

2007. The six outcome variables analysed were operating time, hospital stay, return to normal 

activity, return to work, total complications and recurrence rate. Random effects meta-analyses 

were performed using odds ratios and weighted mean differences. 

Results: Fifty-nine trials were considered suitable for the meta-analysis. A total of 8092 patients 

underwent LIHR and 8580 had OIHR. For three of the six outcomes the summary point 

estimates favoured LIHR over OIHR; there was a significant reduction of 34% in the relative 

odds of postoperative complications, 4.99 days in time to return to normal activity and 6.39 days 
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in time to return to work. However, there was a significant increase of 14.08 min in the mean 

operating time for LIHR. The relative odds of short term recurrence increased by 20 percent for 

LIHR compared with OIHR.  There was a small trend towards decreased duration of hospital 

stay for LIHR compared with OIHR, although these results were not statistically significant. 

Conclusions: Based on this meta-analysis, LIHR offers patients a number of benefits over OIHR 

at the expense of longer operating time but comparable recurrence rate and hospital stay. 

Keywords: Hernia; Inguinal; Comparative study; Prospective studies; Randomized controlled 

trials; Random allocation; Clinical trial; Human; English 

 

1. INTRODUCTION 

 

Since Bassini introduced the prototypical inguinal hernia repair in 1887, there has been 

continuous development and refinement related to this surgical procedure.  There has been a 

move away from sutured repairs to tension-free techniques employing mesh with subsequent 

improvements in recurrence rates and surgical morbidity (Brooks et al., 2007).  Early sutured 

repairs had a recurrence rate as high as 15%, with newer methods this has been reduced to under 

5% (Brooks et al., 2007).  With the advent of laparoscopic surgery, new techniques became 

available to apply to the inguinal hernia repair.  The success of the laparoscopic cholecystectomy 

led proponents to argue that the application of minimally invasive surgical techniques to inguinal 

hernia repair would decrease recovery time and post operative pain (Felix and Michas, 1993; 

Filipi et al., 1992; Fitzgibbons et al., 1994; Ger et al., 1993; Mckernan and Laws, 1993).  Studies 

to date have largely supported this premise, however recurrence rates, singled out as the most 

important outcome by some authors, vary widely (see table 1).  Meta-analyses comparing LIHR 

and OIHR have generally shown that LIHR has advantages over OIHR in providing shorter 

hospital stay, faster return to work and normal activities and fewer overall complications (Kuhry 

et al., 2006; McCormack, et al., 2003; Memon, et al., 2003; Schmedt et al., 2004; Voyles et al., 

2002).   However LIHR takes significantly longer to perform, is more expensive per case and 

shows a trend towards increased recurrence rates versus the open procedure (Kuhry et al., 2006; 

McCormack et al., 2003; Memon et al., 2003; Schmedt et al., 2004; Voyles et al., 2002).   

This meta-analysis is an update to that already published by Memon et al. (2003) examined 

RCTs comparing LIHR and OIHR, with a total of 59 trials included.  The Quality of Reporting 

of Meta-analyses (QUOROM) statement was followed in the preparation of this study (Moher et 

al., 1999). 

2. METHODS 

 

RCTs that compared LIHR with any type of OIHR, and were published in full in peer-reviewed 

journals in the English language between January 1990 and the end of Jan 2008, were included. 

Unpublished studies and abstracts presented at national and international meetings were 

excluded.  Published studies that reported three or fewer outcome variables or that contained 

insufficient information were also excluded, but only after an effort had been made to obtain 

unpublished or missing data from the original authors. Trials were identified by conducting a 

comprehensive search of Medline, Embase, Science Citation Index, Current Contents and 

PubMed databases, using medical subject headings „hernia‟, „inguinal‟, „comparative study‟, 

„prospective studies‟, „randomized controlled trials‟, „random allocation‟ and „clinical trial‟. 

Manual search of the bibliographies of relevant papers was also carried out to identify trials for 

possible inclusion. Data extraction and critical appraisal were carried out by three authors, who 

also contacted the original authors of some of the trials for clarification of data and to obtain 

unpublished, missing or additional information on various outcome measures. The response to 
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this was extremely good. Six outcome variables were considered most suitable for analysis: 

operating time, time to discharge from hospital, return to normal activity and return to work, 

postoperative complications and hernia recurrence rate. Other outcome measures, such as 

postoperative pain, analgesia requirements and hospital costs, were excluded owing to variations 

in reporting methodology and the inability to devise uniform objective analysis of these 

outcomes. The quality of the randomized clinical trials was assessed using Jadad‟s scoring 

system (Jadad et al., 1996). 
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Berndsen F, et al.  Discomfort Five years after laparoscopic and Shouldice inguinal hernia 

repair: a randomised trial with 867 patients. A report from the SMIL study group.  Hernia 

2007;11:307–313. 

Berndsen F, et al. Postoperative convalescence after inguinal hernia surgery:  Prospective 

randomized multicenter study of laparoscopic versus Shouldice inguinal hernia repair in 

1042 patients.  Hernia 2002;6:56–61. 

Bessell JR, Baxter P, Riddell P, Watkin S, Maddern GJ. A randomized controlled trial of 

laparoscopic extraperitoneal hernia repair as a day surgical procedure. Surg Endosc 

1996;10:495–500. 

Bringman S, et al.  Tension-Free Inguinal Hernia Repair: TEP Versus Mesh-Plug Versus 

Lichtenstein.  Annals of Surgery 2003;237:142–147. 

Butters M, et al. Long-term results of a randomized clinical trial of Shouldice, Lichtenstein 

and transabdominal preperitoneal hernia repairs.  British Journal of Surgery 2007;94:562–

565. 

Champault G, Rizk N, Catheline JM, Barrat C, Turner R, Boutelier P. Totally pre-

peritoneal laparoscopic approach versus Stoppa operation. Randomized trial: 100 cases. 

Hernia 1997;1:31–36. 

Champault GG, Rizk N, Catheline JM, Turner R, Boutelier P. Inguinal hernia repair: 

totally preperitoneal laparoscopic approach versus Stoppa operation: randomized trial of 

100 cases. Surg Laparosc Endosc 1997;7:445–450. 

Colak T, et al.  Randomized Clinical Trial Comparing Laparoscopic Totally 

Extraperitoneal Approach with Open Mesh Repair in Inguinal Hernia.  Surgical 

Laparoscopy, Endoscopy & Percutaneous Techniques  2003;13:191-195. 

D. Mahon, B. Decadt, M. Rhodes Prospective randomized trial of laparoscopic 

(transabdominal preperitoneal) vs open (mesh) repair for bilateral and recurrent inguinal 

hernia.  Surg Endosc 2003;17:1386–1390. 



109 

 

Dedemadi G, Sgourakis G, Karaliotas C, et al. Comparison of laparoscopic and open 

tension-free repair of recurrent inguinal hernias: a prospective randomized study. Surgical 

Endoscopy 2006/7;20:1099-1104. 

Dirksen CD, Beets GL, Go PM, Geisler FE, Baeten CG, Kootstra G. Bassini repair 

compared with laparoscopic repair for primary inguinal hernia: a randomised controlled 

trial. Eur J Surg 1998;164: 439–447. 

Douek M, et al.  Prospective randomised controlled trial of laparoscopic versus open 

inguinal hernia mesh repair:  five year follow up.  BMJ 2005;326:1012-1013. 

Eklund A, et al.  Short-term results of a randomized clinical trial comparing Lichtenstein 

open repair with totally extraperitoneal laparoscopic inguinal hernia repair.  British Journal 

of Surgery 2006;93:1060–1068. 

Filipi CJ, Gaston-Johansson F, McBride PJ, Murayama K, Gerhardt J, Cornet DA et al. An 

assessment of pain and return to normal activity. Laparoscopic herniorrhaphy versus open 

tension free Lichtenstein repair. Surg Endosc 1996;10:983–986. 

Fleming W, et al.  Randomised Clinical Trial Comparing totally Extraperitoneal Inguinal 

Hernia Repair with the Shouldice Technique.  British Journal of Surgery 2001;88:1183-

1188. 

Gokalp A, Inal M, Maralcan G, et al. A prospective randomized study of Lichtenstein open 

tension-free versus laparoscopic totally extraperitoneal techniques for inguinal hernia 

repair. Acta Chir Belg 2003;103:502–506. 

Günal Ö, et al.  Does the approach to the groin make a difference in hernia repair?  Hernia 

2007; 11:429–434. 

H. Pokorny et al. Postoperative pain and quality of life after laparoscopic and open inguinal 

hernia repair: results of a prospective randomized trial.  Hernia 2006;10:331–337. 

Heikkinen T, et al.  Five-year outcome of laparoscopic and Lichtenstein hernioplasties.  

Surg Endosc 2004;18:518–522. 

Heikkinen T, Haukipuro K, Leppala J, Hulkko A. Total costs of laparoscopic and 

Lichtenstein inguinal hernia repairs: a randomized prospective study. Surg Laparosc 

Endosc 1997;7:1–5. 

Heikkinen TJ, Haukipuro K, Hulkko A. A cost and outcome comparison between 

laparoscopic and Lichtenstein hernia operations in a day-case unit. A randomized 

prospective study. Surg Endosc 1998;12:1199–1203. 

Heikkinen TJ, Haukipuro K, Koivukangas P, Hulkko A. A prospective randomized 

outcome and cost comparison of totally extraperitoneal endoscopic hernioplasty versus 

Lichtenstein hernia operation among employed patients. Surg Laparosc Endosc  Percutan 

Tech 1998;8:338–344. 

Hynes D, et al.  Cost Effectiveness of Laparoscopic Versus Open Mesh Hernia Operation: 

Results of a Department of Veterans Affairs Randomized Clinical Trial. J Am Coll Surg 

2006:203;447-457. 

Johansson B, Hallerback B, Glise H, Anesten B, Smedberg S, Roman J. Laparoscopic 

mesh versus open preperitoneal mesh versus conventional technique for inguinal hernia 

repair: a randomized multicenter trial (SCUR Hernia Repair Study). Ann Surg 

1999;230:225–231. 

Juul P, Christensen K. Randomized clinical trial of laparoscopic versus open inguinal 

hernia repair. Br J Surg 1999;86:316–319. 

Kald A, Anderberg B, Carlsson P, Park PO, Smedh K. Surgical outcome and cost-

minimisation-analyses of laparoscopic and open hernia repair: a randomised prospective 

trial with one year follow up. Eur J Surg 1997;163:505–510. 



110 

 

Khoury N. A randomized prospective controlled trial of laparoscopic extraperitoneal hernia 

repair and mesh-plug hernioplasty: a study of 315 cases. J Laparoendosc Adv Surg Tech 

Part A 1998;8:367–372. 

Kingsley D, Vogt DM, Nelson T, et al: Laparoscopic intraperitoneal onlay inguinal 

herniorrhaphy. Am J Surg 1998;176:548-553 

Lal P, et al.  Randomized controlled study of laparoscopic total extraperitoneal vs open 

Lichtenstein inguinal hernia repair.  Surg Endosc 2003;17:850–856. 

Lau H, Patil NG, andYuen WK.  Day-case endoscopic totally extraperitoneal inguinal 

hernioplasty versus open Lichtenstein hernioplasty for unilateral primary inguinal hernia in 

males: a randomized trial. Surgical endoscopy 2006;20:76-81. 

Lawrence K, McWhinnie D, Goodwin A, Doll H, Gordon A, Gray A et al. Randomised 

controlled trial of laparoscopic versus open repair of inguinal hernia: early results. BMJ 

1995;311:981–985. 

Leibl BJ, Daubler P, Schmedt C-G, Kraft K, Bittner R. Long-term results of a randomized 

clinical trial between laparoscopic hernioplasty and Shouldice repair. Br J Surg 

2000;87:780–783. 

Leigh Neumayer et al.  Open Mesh versus Laparoscopic Mesh Repair of Inguinal Hernia.  

NEJM 2004;350:1819-1827. 

Liem M, et al.  Recurrences After Conventional Anterior andLaparoscopic Inguinal Hernia 

Repair A Randomized Comparison.  Annals of Surgery 2003;237:136–141. 

Liem MSL, van der Graaf Y, van Steensel CJ, Boelhouwer RU, Clevers GJ, Meijer WS et 

al. Comparison of conventional anterior surgery and laparoscopic surgery for inguinal 

hernia repair. N Engl JMed 1997;336:1541–1547. 

Lorenz D, Stark E, Oestreich K, Richter A. Laparoscopic hernioplasty versus conventional 

hernioplasty (Shouldice):  results of a prospective randomized trial. World J Surg 

2000;24:739–746. 

Maddern GJ, Rudkin G, Bessell JR, Devitt P, Ponte L. A comparison of laparoscopic and 

open hernia repair as a day surgical procedure. Surg Endosc 1994;8:1404–1408. 

MRC Laparoscopic Groin Hernia Trial Group. Laparoscopic versus open repair of groin 

hernia: a randomised comparison. Lancet 1999;354:185–190. 

Paganini AM, Lezoche E, Carle F, Carlei F, Favretti F, Feliciotti F et al. A randomized, 

controlled, clinical study of laparoscopic versus open tension-free inguinal hernia repair. 

Surg Endosc 1998;12:979–986. 

Payne JH Jr, Grininger LM, Izawa MT, Podoll EF, Lindahl PJ, Balfour J. Laparoscopic or 

open inguinal herniorrhaphy? A randomized prospective trial. Arch Surg 1994;129:973–

981. 

Picchio M, Lombardi A, Zolovkins A, Mihelsons M, La Torre G. Tension-free 

laparoscopic and open hernia repair: randomized controlled trial of early results. World J 

Surg 1999;23:1004–1009. 

Sarli L, et al.  Simultaneous Repair of Bilateral Inguinal Hernias: A Prospective, 

Randomized Study of Open, Tension-Free Versus Laparoscopic Approach. Surgical 

Laparoscopy, Endoscopy & Percutaneous Techniques 2001;11:262-267. 

Schrenk P,Woisetschlager R, Rieger R,WayandW. Prospective randomized trial comparing 

postoperative pain and return to physical activity after transabdominal preperitoneal, total 

preperitoneal or Shouldice technique for inguinal hernia repair. Br J Surg 1996;83:1563–

1566. 

Simmermacher R, et al.  Preperitoneal mesh in groin hernia surgery. A randomized clinical 

trial emphasizing the surgical aspects of preperitoneal placement via a laparoscopic (TEP) 



111 

 

or Grid-iron (Ugahary) approach.  Hernia 2000;4:296-298. 

Stoker DL, Spiegelhalter DJ, Singh R, Wellwood JM. Laparoscopic versus open inguinal 

hernia repair: randomised prospective trial. Lancet 1994;343:1243–1245. 

Suter M, Martinet O, Spertini F.  Reduced acute phase response after laparoscopic total 

extraperitoneal bilateral hernia repair compared to open repair with the Stoppa procedure.  

Surg Endosc. 2002;16:1214-9. 

Tanphiphat C, Tanprayoon T, Sangsubhan C, Chatamra K. Laparoscopic versus open 

inguinal hernia repair. A randomized, controlled trial. Surg Endosc 1998;12:846–851. 

Tschudi J, Wagner M, Klaiber C, Brugger J, Frei E, Krahenbuhl L et al. Controlled 

multicenter trial of laparoscopic transabdominal preperitoneal hernioplasty versus 

Shouldice herniorrhaphy. Early results. Surg Endosc 1996;10:845–847. 

Vantansev C, et al.  The Effects of Different Hernia Repair Methods on Postoperative Pain 

Medication and CRP Levels.  Surgical Laparoscopy, Endoscopy & Percutaneous 

Techniques. 2002;12:243-246. 

Vidovic D, Kirac I, Glavan E, et al. Laparoscopic totally extraperitoneal hernia repair 

versus open Lichtenstein hernia repair: results and complications. J Laparoendosc Adv 

Surg Tech A 2007;17:585-90. 

Vogt DM, Curet MJ, Pitcher DE, Martin DT, Zucker KA. Preliminary results of a 

prospective randomized trial of laparoscopic onlay versus conventional inguinal 

herniorrhaphy. Am J Surg 1995;169:84–90. 

Wellwood J, Sculpher MJ, Stoker D, Nicholls GJ, Geddes C, Whitehead A et al. 

Randomised controlled trial of laparoscopic versus open mesh repair for inguinal hernia: 

outcome and cost. BMJ 1998;317:103–110. 

Wright DM, Kennedy A, Baxter JN, Fullarton GM, Fife LM, Sunderland GT et al. Early 

outcome after open versus extraperitoneal endoscopic tension-free hernioplasty: a 

randomized clinical trial. Surgery 1996;119:552–557. 

Zieren J, Zieren HU, Jacobi CA,Wenger FA, Muller JM. Prospective randomized study 

comparing laparoscopic and open tension-free inguinal hernia repair with Shouldice‟s 

operation. Am J Surg 1998;175:330–333. 

 

3. STATISTICAL ANALYSIS 

 

Meta-analyses were performed using odds ratios (ORs) for binary and weighted mean 

differences (WMDs) for continuous outcome measures (Sutton et al., 2000). Random effects 

models were used to combine the data and statistical heterogeneity was assessed using the χ2 

test. To assess whether heterogeneity was explained by study-level co-variates (year of study, 

length of follow-up and size of study) a random effects meta-regression model was used 

(Thompson and Sharp, 1998). Subgroup analyses were performed by comparing the results of 

the two methods of LIHR (transabdominal preperitoneal (TAPP) and totally extraperitoneal 

(TEP)) and OIHR (tension free and tension creating) separately (Sutton et al., 2000). A 

sensitivity analysis was carried out to assess the impact of study quality on the results, by 

identifying poor-quality studies (Jadad score <1) (Jadad et al., 1996). Funnel plots were 

synthesized in order to determine the presence of publication bias in the meta-analysis. All 

estimates were obtained using a computer program written in R,
 
and all plots were obtained 

using the meta-package (Vienna: R Foundation for Statistical Computing, 2008; Lumley T. The 

rmeta Package, Version 2.14, 2008). 
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4. RESULTS 

 

Table 2 Summary of pooled data comparing LIHR and OIHR 
 

Outcome 

Variables 

Pooled OR or 

WMD 

Test for Overall 

Effect 

Test for 

heterogeneity 

  Ζ ρ χ
2
 ρ 

Operating times 14.08(8.36, 19.80)† 4.83 <0.0001 8830.741 <-0.0001 

Hospital stay -0.06(-0.19,0.08)† -0.80 0.4223 4261.20 <0.0001 

Return to normal -4.99(-6.1,3.88)† -8.81 <0.0001 669.16 <0.0001 

Return to work -6.39(-7.95,4.84)† -8.06 <0.0001 597.95 <0.0001 

Complication 0.66(0.53,0.82)* -3.78 0.0002 186.56 <0.0001 

Recurrence 1.19(0.92,1.56)* 1.32 0.1874 82.90 0.0031 
 

Values in parentheses are 95 percent confidence intervals. * stands for OR odds ratio; † stands 

for WMD weighted mean difference. 

 

 

For three of the six outcomes (see table 2) the summary point estimates favoured LIHR over 

OIHR; there was a significant reduction of 34 percent in the relative odds of postoperative 

complications OR 0.66, 95% confidence interval (CI) 0.53 to 0.82; P = 0.0002), 4.99 (WMD -

4.99, 95% CI -6.10 to -3.88; P  < 0.0001) days in time to return to normal activity and 6.39  

(WMD -6.39, 95% CI -7.95 to - 4.84; P  < 0.0001) days in time to return to work. There was a 

significant increase of 14.08 (WMD 14.08, 95% CI 8.36 to 19.80; P  < 0.0001) min in the mean 

operating time for LIHR. The relative odds of short term recurrence were increased by 20 

percent for LIHR compared with OIHR (OR 1.19, 95% CI 0.92 to 1.56; P  = 0.1874) and a 

reduction of 0.06 days of duration of hospital stay (WMD -0.06, 95% CI -0.19 to 0.08; P  = 

0.4223)  for LIHR compared with OIHR, although these results were not statistically significant. 

 

5. DISCUSSION 

 

Laparoscopic surgery continues to be a rapidly advancing and pioneering field.  Many different 

procedures are now being performed laparoscopically, primarily due to the perceived, and in 

some cases (i.e. laparoscopic cholecystectomy) confirmed benefits of minimally invasive 

surgery.  LIHR has been controversial since its introduction in the early 1990s (Memon and 

Fitzgibbons, 1998; Memon et al., 1997).  Those supporting LIHR claim reduced post-operative 

pain, earlier return to work or full physical activity and superior cosmesis when compared to 

OIHR (Felix and Michas, 1993; Filipi et al., 1992; Fitzgibbons et al., 1994; Ger et al., 1993; 

Mckernan and Laws, 1993).  Critics of LIHR have cited increased operating time, as well as cost 

and the associated technical difficulties of the procedure (Memon and Fitzgibbons, 1998). 

Operating time in the data analysed was shown to be significantly reduced in the OIHR 

group versus the LIHR procedures by 14 minutes.  This is not surprising considering the extra 

time required in preparing equipment and gaining access to the operative area.  Surgeon 

experience also has a marked effect on the time taken per operation, with later trials displaying 

laparoscopic operating time very similar to the open procedure.  It has been estimated that LIHR 

increased theatre cost by around $600 (US), moreover the effect of longer operating time on the 

patient may increase morbidity and mortality (Memon et al., 2003; Voyles et al., 2002).  

Duration of hospital stay, a frequently sited benefit of laparoscopic surgery, was not 

significantly different between the two groups. This has been a variable of considerable dispute 

in the literature.  Previous systematic reviews have come to differing results, either in favour of 
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LIHR or with no significant difference in hospital stay, as this review found.  Importantly, no 

review has found that LIHR increases hospital stay versus OIHR, and in general the trend is 

toward decreased stay for LIHR (Kuhry et al., 2006; McCormack et al., 2003; Memon et al., 

2003; Schmedt et al., 2004; Voyles et al., 2002). An explanation for this may be in the increasing 

proportion of inguinal hernia repairs done as day cases, reducing overall length of stay for OIHR 

patients and thus nullifying the statistically significant findings of early reviews with the addition 

of more recent RCTs (Aylin et al., 2005). 

Return to normal activity clearly favoured LIHR (5 days) as did time to return to work (6.4 

days), and of all the variables favouring LIHR, this has been a consistent finding (Kuhry et al., 

2006; McCormack et al., 2003; Memon et al., 2003; Schmedt et al., 2004; Voyles et al., 2002).  

Factors influencing this finding obviously include the lack of a muscle disruption, no groin 

incision and reduced tissue manipulation.  Further explanations of this difference between OIHR 

and LIHR centre on so-call physician and/or patient bias, but this is very difficult to quantify.  

Odds ratio of overall complications significantly favoured the LIHR group.  This finding is 

consistent with our previous meta-analysis, and other earlier systematic reviews (McCormack et 

al., 2003; Memon et al., 2003; Schmedt et al., 2004; Voyles et al., 2002).  Further sub-group 

analysis in this area is pending as it has been suggested that LIHR is associated with rare but 

severe complications such as major vascular injury and bowel perforation; this was not supported 

by our earlier study (Kuhry et al., 2006; Memon et al., 2003).   

Overall recurrence favours OIHR over LIHR, (OR 1.19) however this is not significant (see 

table 2).  LIHR has been shown to be superior than the sutured/tension varieties of OIHR which 

are little used in current practice, however when a „modern‟ non-tension mesh OIHR is 

performed there is no difference between the two in recurrence rates (Brooks, 2007; Memon et 

al., 2003).  Of the two primary LIHR techniques commonly used, our analysis showed that the 

RCTs employing the Total Extraperitoneal (TEP) repair had a strong trend towards a decreased 

recurrence rate, the opposite was true for the RCTs employing the TAPP (Transabdominal Pre-

Peritoneal) repair; neither reached statistical significance.  This trend was not noted in previous 

meta-analyses, and the opposite for the TAPP repair has been previously noted (McCormack et 

al., 2003).  Many more studies using the TEP method have been published since 2003, the first 

meta-analysis by Memon et al. (2003) included 22 RCTs reporting TAPP versus OIHR and only 

6 employing a TEP approach.  This study included 34 RCTs purely comparing TAPP with OIHR 

and 20 comparing TEP with OIHR, the increase in trials reporting a TEP approach may 

somewhat explain this change in trend.  Long-term follow-up is crucial to meaningful estimation 

of recurrence, with most recurrences occurring between 5 to 10 years post herniorrhaphy; studies 

reporting long-term recurrence rates with LIHR are eagerly awaited (Memon et al., 2003).     

 

6. CONCLUSIONS 

 

LIHR is an exciting development in the continuing evolution of general surgery.  This meta-

analysis both confirms results from previous reviews, but raises some new questions.  Operation 

time for LIHR exceeds that its open counterpart, while return to work and normal activity are 

dramatically reduced, furthermore the complication rate associated with LIHR is comparable 

with that of OIHR.  While these variables are consistent with previous analyses published, our 

data suggests a trend to increased recurrence with the TAPP LIHR as compared to OIHR, with 

the opposite finding for TEP versus OIHR; further sub-group analysis is pending.  Long-term 

recurrence rates are still required however to make a definitive judgement in this area.   
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ABSTRACT 

 

Meta-analysis is a statistical procedure that integrates the results of several independent studies 

considered to be combinable. This paper develops Bayesian methods for testing treatment effects 

in a meta-analytical framework.  Particular attention will be given to develop methods for meta-

analysis but relaxing the standard distributional assumptions.  The use of a Bayesian approach in 

evaluating data from clinical trials with many treatment centers is also explored.  In particular, 

different studies in a metaanalysis may involve different treatment comparison, while centers 

within the same trial usually consider the same treatment. We show the advantage of our method 

using simulation and a real data set.  
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ABSTRACT 

 

In this talk, we shall address the problem of combining the results of independent investigations 

for the purpose of a common objective. This problem arises, for example, when two or 

independent agencies involved in measuring the effect of a new drug or when different 

laboratories are used to measure the toxic waste in a river. Assuming normal models, we shall 

present methods for combining independent test results and methods for combining the results to 

find confidence intervals. The properties of the statistical methods will be discussed, and the 

methods will be illustrated using a few practical examples. Furthermore, we shall consider this 

problem in the context of simple linear regression models. 
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ABSTRACT 

 

The problem of combining information from separate studies is a key consideration when 

performing a meta-analysis, or planning a multicenter trial. Although there is a considerable 

journal literature on summary versus individual patient data, recent articles in the medical 

literature indicate that there is still confusion and uncertainty as to the precision of an analysis 

based on aggregate data. In this paper we address this issue by considering the estimation of a 

linear function of the mean, based on linear models for individual patient data.  The setup, which 

allows for the presence of random effects and covariates in the model, is quite general, and 

includes many of the commonly employed models. The one-way fixed-effects model and the 

two-way model without interaction and fixed or random study effects are all obtained as special 

cases. For this general model we derive a condition for the estimator based on summary data to 

coincide with the one obtained from individual patient data, extending considerably earlier work. 

The implications of this result for the specific models mentioned above are illustrated in detail, 

both theoretically and in terms of two real data sets, and the role of balance is highlighted. 
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ABSTRACT 
 

The objective of the current work was to conduct a meta-analysis of randomized controlled trials 

evaluating the effect on surgical outcomes of providing nutrition within 24-hours following 

gastrointestinal surgery compared with traditional postoperative management. A literature search 

was conducted to identify randomized controlled trials published in English language 

between1966 and 2007 comparing the outcomes of early and traditional postoperative feeding. 

All trials involving resection of the portions of the gastrointestinal tract followed by patients 

receiving nutritionally significant oral or enteral intake within 24-hours after surgery were 

included for analysis. Random effects meta-analyses were performed. Outcome variables 

analyzed were complications, mortality, anastomotic dehiscence, nasogastric reinsertion, days to 

passing flatus, days to first bowel motion, and length of stay. Fifteen studies (n=1240 patients) 

were analyzed. A statistically significant forty-five percent reduction in relative odds of total 

postoperative complications were seen in patients receiving early postoperative feeding (OR 0.55 

CI 0.35, 0.87, p=0.01). No effect of early feeding was seen with relation to anastomotic 

dehiscence (OR 0.75, CI 0.39, 1.4, p=0.39), mortality (OR 0.71, CI 0.32,1.56, p= 0.39), 

resumption of bowel function as evidenced by days to passage of flatus (WMD -0.42, CI -1.12, 

0.28, p=0.23) and first bowel motion (WMD -0.28, CI -1.20, 0.64, p=0.55), or reduced length of 
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stay (WMD -1.28, CI -2.94, 0.38, p=0.13). Similarly, nasogastric tube reinsertion was less 

common in traditional feeding interventions, however this was not statistically significant (OR 

1.48, CI 0.93, 2.35, p=0.10). Early provision of nutritionally significant oral or enteral intake is 

associated with a significant reduction in reported total complications when compared with 

traditional postoperative feeding practices and does not negatively affect outcomes such as 

mortality, anastomotic dehiscence, resumption of bowel function or hospital length of stay. For 

these reasons, surgeons should be confident in adopting early feeding as part of standard practice 

for elective gastrointestinal surgery.  

 

Keywords: Meta-analysis; gastrointesintal surgery; early feeding; surgical complications; human 

 

1. INTRODUCTION 

 

Traditional nil-by-mouth nutritional management of patients in the days following 

gastrointestinal resectional surgery has been adopted over the years in the belief that it decreases 

the risk of nausea, vomiting, aspiration pneumonia and anastomotic dehiscence (Nelson, 

Edwards and Tse, 2008). However, a growing number of well designed randomized controlled 

clinical trials suggest that it is safe to commence feeding from within 24-hr following surgery. 

Moreover three meta-analyses on this topic have been published (Andersen, Lewis and Thomas, 

2006; Lewis, Andersen and Thomas, 2008; Lewis et al., 2001) which lend further support to the 

practice of early postoperative feeding. However aspects of nutritional provision that may impact 

surgical outcomes, such as the location of delivery and composition of nutritional provision, 

have been left largely unaddressed in these previous meta-analyses. Therefore this present meta-

analysis has been undertaken to address these issues and develop a better understanding of the 

risks and benefits of early feeding when compared to the traditional approach following 

gastrointestinal resectional surgery. 

 

2. MATERIALS AND METHODS 

 

Electronic databases (Medline, Pubmed, EMBASE, CINAHL, Cochrane Register of Systematic 

Reviews, Science Citation Index) were cross-searched using search terms customized to each 

search engine in an attempt to detect relevant English language papers comparing the outcomes 

of early postoperative feeding in resectional surgery with traditional postoperative nutritional 

management. Reference lists of review papers and existing meta-analyses were hand searched 

for further appropriate citations.  

All studies comparing early feeding and traditional (nil-by-mouth) postoperative nutritional 

management published in the English language were reviewed. Only randomized controlled 

trials with primary comparisons between early and traditional feeding practices were considered 

for inclusion. Studies must also have reported on clinically relevant outcomes, and have been 

conducted in adult (>18 years) elective resectional surgical cases in which early feeding was 

provided proximal to the anastomosis. Unpublished studies and abstracts presented at national 

and international meetings were excluded. Similarly duplicate publications were also excluded. 

Early feeding was defined as the provision of nutritionally significant oral or enteral nutrition 

via nasogastric or jejunal feeding tube, provided within 24-hours postoperatively. Examples of 

nutritionally significant oral nutrition include free fluids or standard hospital diet; clear fluids 

were not included due to their inability to meet nutritional requirements irrespective of volume 

consumed (Hancock, Cresci and Martindale, 2002). Traditional postoperative management was 

defined as withholding nutritional provision until bowel function had resumed, as evidenced by 

either passage of flatus or bowel motion. Exclusion criteria included use of immune modulating 
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enteral feed products such as Oral Impact® (Nestle  Healthcare Nutrition, Minneapolis, USA ) as 

these may independently improve postoperative outcomes in some patient populations (Zheng et 

al., 2007), early feeding provided distal to the anastomosis, use of parenteral nutrition in either 

interventional group, patients <18 years of age and non-resectional or emergency surgeries. Data 

extraction and critical appraisal were carried out by two authors (EO and MAM) for compliance 

with inclusion criteria and methodological quality. Standardized data extraction forms were used 

by both authors to independently and blindly summarize all the data available in the randomized 

controlled trials meeting the inclusion criteria. The authors were not blinded to the source of the 

document or authorship for the purpose of data extraction. The data were compared and 

discrepancies were addressed with discussion until consensus was achieved. 

Evaluation of methodological quality of identified studies was conducted using the Jadad 

scoring system which provides a numerical quality score based on reporting of randomization, 

blinding and reporting of withdrawals (Jadad et al., 1996). 

Outcomes assessed were those considered to exert influence over practical aspects of surgical 

practice and policy decisions within institutions such as rates of postoperative complications and 

mortality outcomes. All studies with reporting on any number of outcomes of this nature were 

considered and final analyses were run on outcome parameters where numbers were sufficient to 

allow statistical analysis. Where required, authors were contacted for clarification of data or 

additional information. 

Meta-analyses were performed using odds ratios (ORs) for binary outcomes and weighted 

mean differences (WMDs) for continuous outcome measures. A slightly amended estimator of 

OR was used to avoid the computation of reciprocal of zeros among observed values in the 

calculation of the original OR (Agresti, 1996). Random effects models, developed by using the 

inverse variance weighted method approach (Sutton et al., 2000), were used to combine the data. 

Heterogeneity among studies was assessed using the Q statistic proposed by Cochran (Cochran, 

1954; Hedges and Olkin, 1985; Sutton et al., 2000) and I
2
 index introduced by Higgins and 

Thompson (Higgins and Thompson, 2002; Huedo-Medina et al., 2006). If the observed value of 

Q is equal to or larger than the critical value at a given significant level (), in this case 0.05, we 

conclude that the outcome variable is statistically significant. The drawback of the Q statistic is 

that its statistical power depends on the number of studies. The I² statistic describes the 

proportion of variation across studies that is due to between-studies heterogeneity rather than 

chance and unlike Q statistic it does not inherently depend upon the number of studies 

considered (Huedo-Medina et al., 2006). 

The issue of heterogeneity was further explored based on year of publication i.e. year of 

publication: before and after 2000. For the computations of the confidence intervals estimates of 

mean and standard deviation are required. However, some of the published clinical trials did not 

report the mean and standard deviation, but rather reported the size of the trial, the median and 

range. From these available statistics, estimates of the mean and standard deviation were 

obtained using formulas proposed by Hozo et al. (2005). Funnel plots were synthesized in order 

to determine the presence of publication bias in the meta-analysis. Standard error was plotted 

against the treatment effects (Log OR for the dichotomous and WMD for continuous variables 

respectively) (Egger et al., 1997; Sutton et al., 2000; Tang and Liu, 2000) to allow 95% 

confidence interval limits to be displayed.  All estimates were obtained using computer programs 

written in R (Hornik, 2008). All plots were obtained using the „rmeta‟ package (Lumley, 2008).  

In the case of tests of hypotheses, the paper reports p-values for different study variables. In 

general, the effect is considered to be statistically significant if the p-value is small. If one uses a 

5% significance level then the effect is significant only if the associated p-value is less than or 

equal to 5%.  
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3. RESULTS 

 

Cross searching of the electronic databases yielded 87 unique abstracts of potential relevance 

which were retrieved for independent review. Figure 1 presents the results of the study selection 

following the Quality of Reporting of Meta-analyses (QUOROM) recommendations (Moher et 

al., 1999). Pooled results yielded 1240 patients, with a near even distribution between feeding 

interventions (n=617 traditional postoperative management, n=623 early post operative feeding) 

from 15 studies dating from 1979 to 2007. A summary of the randomised controlled trials 

included in the final meta-analysis are presented in Table 1. 

Publication bias is one of the major criticisms of meta-analysis as its validity is reliant on a 

thorough representation of eligible studies being located (Higgins and Green, 2006; Ng et al., 

2006; Sutton and Higgins, 2008; Tang and Liu, 2000). Funnel plots demonstrate symmetry for 

all outcomes except „total complications‟. This suggests publication bias occur within this meta-

analysis in the total complications outcome, but is absent from the other assessed variables 

(Hedges and Olkin, 1985; Higgins and Thompson, 2002). However the number of studies 

included in the funnel plots are inadequate to sensitively detect a study bias (Hedges and Olkin, 

1985; Huedo-Medina et al., 2006). 

None of the 15 included studies achieved a modified Jadad score of over three (range 1 to 3, 

median 2). Six studies described the method of randomization (Carr et al., 1996; Han-Geurts et 

al., 2007; Han-Geurts et al., 2001; Nessim et al., 1999; Stewart et al., 1998), six reported on 

withdrawals (Carr et al., 1996; Han-Geurts et al., 2007; Ortiz, Armendariz and Yarnoz, 1996; 

Ryan, Page and Babcock, 1981; Schroeder et al., 1991; Stewart et al., 1998), and one study 

(Beier-Holgersen and Boesby, 1996) reported on blinding. Jadad scores are reported in Table 1. 

Sufficient data were available for the analysis for seven clinically relevant outcomes: total 

complications (defined as any complication reported within the postoperative period, excluding 

mortality and nausea/vomiting); anastomotic dehiscence; in-hospital mortality; days to passage 

of bowel motion; days to passage of flatus; length of hospital stay; and nasogastric reinsertion.  

A statistically significant forty-five percent reduction in relative odds of total postoperative 

complications were observed in patients receiving early postoperative feeding (OR 0.55 CI 0.35, 

0.87, p=0.01, Q=29.07, p=0.01, I
2 

= 51.8%, CI 13, 73%). Early feeding was not associated with 

significant effects on anastomotic dehiscence (OR 0.75, CI 0.39, 1.4, p=0.39, Q=3.31, p=0.99 , 

I
2 

= 0%, CI 0, 0%), mortality (OR 0.71, CI 0.32,1.56, p= 0.39, Q=4.24 , p= 0.99, I
2 

= 0%, CI 0, 

0%), resumption of bowel function as evidenced by days to passage of flatus (WMD -0.42, CI -

1.12, 0.28, p=0.23, Q=75.6 , p<0.0001, I
2 

= 96%, CI 29, 98%) and first bowel motion (WMD-

0.28, CI -1.20, 0.64, p=0.55, Q=79 , p<0.001, I
2 

= 96%, CI 93, 98%), and reduced length of stay 

(WMD -1.28, CI -2.94, 0.38, p=0.13, Q=61 , p<0.001, I
2 

= 85%, CI 75, 91%). A non-statistically 

significant reduction in the odds of requiring nasogastric tube reinsertion was seen for traditional 

feeding practices (OR 1.48, CI 0.93, 2.35, p=0.10, Q= 3.24, p=0.86, I
2 

= 0%, CI 0, 30%). 

The intervention effects of early postoperative feeding were more pronounced in pre-2000 

studies when compared with those conducted post-2000 for the parameters of postoperative 

complications, mortality, anastomotic dehiscence, days to passage of flatus and first bowel 

motion, and length of hospital stay. Only studies pre-2000 reported on incidence of nausea and 

vomiting, with no significant differences observed between intervention groups (OR 0.93, CI 

0.53, 1.65, p=0.8). Sample forest plots are presented in Figures 1 and 2. 
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Table 1 – Summary of included studies 

 

Study Patient population n (trad 

early) 

Jadad 

Score 

Early feeding protocol 

Sagar et 

al. (1979) 

Major intestinal 

surgery – 

oesophagogastrecto

my (n=2), 

gastrectomy (n=6), 

colectomy, anterior 

resection, 

abdominoperineal 

resection 

15/15 1 ½ strength Flexical (elemental 

feed product) @ 25ml/hr for 

24hrs D1 post op, full strength 

Flexical @ 25ml/hr for 24hrs 

D2 post op, full strength 

Flexical @ 50ml/hr for 24hrs 

D3 post op, full strength 

Flexical @ 100mL/hr D4 post 

op via jejunal port of 

nasogastric/jejunal tube 

Ryan et al. 

(1981) 

Partial colectomy 7/7 2 Vivonex HN (elemental feed 

product) 10% w/v @ 50mL/hr 

on day of operation, 10% w/v 

@100mL/hr D1 post op, 10% 

w/v @125mL/hr D2, 15% 

w/v @ 125mL/hr D3, 20% 

w/v @ 125mL/hr D4, 20% 

w/v @ 125mL/hr D5, 25% 

w/v @ 125mL/hr D6 & D7 

Schroeder 

et al. 

(1991) 

Small or large 

bowel resections or 

reanastomosis – 

colonic resection, 

abdominoperineal 

resection, ileoanal J 

pouch, small bowel 

resection 

16/16 2 50mL/hr Osmolite day of 

operation, 80mL/hr Osmolite 

if tolerated thereafter. Oral 

intake D3 post op 

Binderow 

et al. 

(1994) 

Laparoscopic 

assisted 

Laparotomy with 

colonic or ileal 

resection  

32/32 1 Regular diet from D1 post op 

Beier-

Holgersen 

et al. 

(1996) 

Gastrointestinal 

disease treated with 

bowel resection 

with anastomosis, 

enterostomy, 

gastric (n=5) or 

oesophageal 

resection (n=3). 

30/30 2 Clear fluids orally + 

increasing volumes of 

nutridrink via nasojejunal 

tube from day of surgery 
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Table 1 (Cont.) – Summary of included studies 

 

Carr et al. 

(1996) 

 

Unspecified 

intestinal surgery 

14/14 3 Immediate post op 

nasojenunal feeding – 25ml/hr 

Fresubin (1kcal/mL) and 

increased by 25ml/hr q4h 

until individual caloric goals 

met 

Ortiz et 

al. (1996) 

Laparotomy for 

colon or rectal 

surgery 

95/93 2 Clear fluids on day of surgery 

(?pre/post op), Regular diet 

from D1 post op 

Hartsell 

et al. 

(1997) 

Open colorectal 

surgery 

29/29 1 Full liquid diet D1 post op, 

regular diet once tolerating 

>1L in 24hrs 

Nessim et 

al. (1999) 

Anorectal 

reconstructive 

surgery 

27/27 2 Regular diet from D1 post op 

Stewart 

et al. 

(1998) 

Colorectal resection 

with anastomosis 

and without stoma 

formation 

40/40 3 Free fluids from 4 hours post 

op on day of surgery, Regular 

diet from D1 post op  

Han-

Geurts et 

al. (2001) 

Abdominal surgery 

(vascular + colonic) 

49/56 2 Regular diet from D1 post op  

Delaney 

et al. 

(2003) 

segmental intestinal 

or rectal resection by 

laparotomy, 

including 

reoperation or pelvic 

surgery and those 

with comorbidities 

33/31 2 Fluid diet D1 post op with 

regular diet in PM of D1 post 

op  

Lucha et 

al. (2005) 

Open colorectal 

surgery 

25/26 1 Regular diet from 8hrs day of 

surgery 

Zhou et 

al. (2006) 

Excision and 

anastomosis for 

colorectal tumour 

155/161 1 Liquid fibreless diet D1-3 

post op 

Han-

Geurts et 

al. (2007)  

Open colorectal 

surgery 

50/46 3 Regular diet from D1 post op 

 

Values in left panel are observed counts for early and traditional feeding, odds ratio and 

limits of 95% confidence intervals for odds ratio of the outcome variable. In the graph, squares 

indicate point estimates of treatment effect (odds ratio for early over traditional groups) with the 

size of the squares representing the weight attributed to each study. The horizontal lines 

represent 95% confidence interval for odds ratio of individual studies. The pooled estimate for 

the complication rate is the pooled odds ratio, obtained by combining all odds ratio of the 15 

studies using the inverse variance weighted method. The 95% confidence interval for the pooled 

estimate is represented by the diamond and the length of the diamond depicts the width of the 

confidence interval. Values to the left of the vertical line favour early feeding. 
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Figure 1: Odds ratio for complication (nausea and vomiting excluded) 

 

Study

 

pre 2000

Sagar

Ryan

Schroeder

Binderow

Beier-Holgersen

Carr

Ortiz

Hartsell

Nessim

Stewart

subtotal

post 2000

Han-Geurts

Delaney

Lucha

Zhou

Han-Geurts

subtotal

POOLED

Early

3 of 15

2 of 7

4 of 16

0 of 32

8 of 30

0 of 14

17 of 93

1 of 29

3 of 27

10 of 40

48 of 303

12 of 56

7 of 31

1 of 26

23 of 161

22 of 46

 65 of 320

113 of 623

Traditional

5 of 15

7 of 7

7 of 16

0 of 32

19 of 30

4 of 14

18 of 95

1 of 29

4 of 27

12 of 40

77 of 305

13 of 49

10 of 33

1 of 25

70 of 155

20 of 50

114 of 312

191 of 617

OR

0.53

0.03

0.46

1

0.22

0.08

0.96

1

0.75

0.78

0.55

0.76

0.69

0.96

0.21

1.37

0.62

0.55

L

0.08

0

0.07

0.02

0.05

0

0.24

0.07

0.11

0.17

0.34

0.18

0.14

0.07

0.06

0.33

0.26

0.35

U

3.78

0.94

2.91

61.41

1.08

2.06

3.77

13.42

5.01

3.56

0.9

3.27

3.38

12.99

0.74

5.61

1.51

0.87

0.1 2.0 4.0 6.0

favour Early                        favour Traditional  
 

 

 

 

Figure 2: Odds ratio for mortality 
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Values in left panel are observed counts for early and traditional feeding, odds ratio and 

limits of 95% confidence intervals for odds ratio of the outcome variable. In the graph, squares 

indicate point estimates of treatment effect (odds ratio for early over traditional groups) with the 

size of the squares representing the weight attributed to each study. The horizontal lines 

represent 95% confidence interval for odds ratio of individual studies. The pooled estimate for 

the mortality rate is the pooled odds ratio, obtained by combining all odds ratio of the 15 studies 

using the inverse variance weighted method. The 95% confidence interval for the pooled 

estimate is represented by the diamond and the length of the diamond depicts the width of the 

confidence interval. Values to the left of the vertical line favour early feeding. 

 

4. COMMENTS AND CONCLUSION 

 

This meta-analysis re-enforces previous findings that traditional postoperative feeding practices 

confer no benefit in terms of outcomes following gastrointestinal resectional surgery (Andersen 

et al., 2006; Lewis et al., 2008; Lewis et al., 2001). Our pooled findings suggest that a 

statistically significant reduction in total postoperative complications following surgery is 

associated with the introduction of nutritionally significant food or fluid within 24-hours 

postoperatively: this is the first meta-analysis to demonstrate this. In the stratified results most 

outcomes observed (total complications, mortality, anastomotic dehiscence, days to passage of 

flatus and bowel motion, length of stay) results were seen to more strongly favour early feeding 

in the pre-2000 subgroup than in the post-2000 studies. This may be explained by the greater 

statistical power present in the pre-2000 subgroup due to the larger number of studies (k=10 vs 

k=5), however this does not explain the effect for all variables, specifically the measure of bowel 

function return. Therefore numbers alone may not account for these differences. Other possible 

explanations include the possibility of a greater quantity of nutrition provided to patients in the 

pre-2000 by virtue of the higher number of studies utilizing tube feeding rather than voluntary 

oral intake; differences arising from changes to perioperative practice over the 28 years 

encompassed by the included studies; or unexplained differences in results from the two Dutch 

studies included in the post-2000 subgroup. 

There are a number of limitations associated with this meta-analysis. Firstly in an attempt to 

standardize the differences in reporting between articles, we contacted several authors for 

clarification of reported data or additional information within their published data. In cases 

where no response was returned (Delaney et al., 2003; Hartsell et al., 1997; Stewart et al., 1998; 

Zhou et al., 2006) assumptions relating to the interpretation of various aspects of their published 

reports were made, such as the composition of the fluid diets reported (Delaney et al., 2003; 

Hartsell et al., 1997; Zhou et al., 2006), or discrepancies in the reporting within the paper 

(Stewart et al., 1998). Therefore while every attempt has been made to ensure analysed studies 

meet inclusion criteria and that other data are accurate, there may still be inconsistencies between 

the studies included. 

Secondly the studies that met inclusion criteria for this meta-analysis consistently yielded 

poor scores for methodological quality using the Jadad scoring system (Jadad et al., 1996). Out 

of a possible score of five, a mean score of 1.9 was achieved, with a maximum score of three. 

Even with the increasing emphasis on improving the quality of reporting in clinical trials in the 

medical literature in recent years, no difference was seen in the Jadad score in the average pre- 

and post-2000 scores (pre 2.0, post 1.8, NS).  

Thirdly, there currently exist some limitations to the application of meta-analysis to both 

surgical and nutrition research at the present time. Examples of areas where more statistical 

research and modelling are required as highlighted by the current work include: (i) improved 

methods to detect publication bias, particularly when random effects models of meta-analysis are 
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applied, and where the meta-analysis is comprised of a small number of studies, (ii) development 

of tests for heterogeneity with improved sensitivity to detect between-study variation in 

circumstances where small numbers of studies are involved, (iii) empirical investigation into the 

effect of assuming normal distribution during the application of random effects model of meta-

analysis, (iv) guidance on investigation of heterogeneity in the circumstances where a small 

number of studies make subgroup analysis, meta-regression and other methods of sensitivity 

analysis difficult or invalid, and (v) further investigation on the effect of methodological quality 

on the influence of effect size in areas of surgery and nutrition. 

In conclusion the results of this meta-analysis fail to demonstrate merit in continuing the 

traditional postoperative feeding practices of withholding nutrition provided proximal to the 

anastomosis until bowel function is resumed. This is the first meta-analysis to demonstrate 

statistically significant reductions in total complications in the postoperative course with early 

feeding. Furthermore, no negative effect of early feeding was demonstrated with regard to in-

hospital mortality, anastomotic dehiscence, length of stay and time to recovery of bowel 

function. For these reasons, surgeons should be confident in adopting early feeding as part of 

standard practice for elective gastrointestinal surgery. 
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ABSTRACT 
 

Providing tube feeds or liquid oral supplements containing additional arginine and/or omega-3 

fatty acids and RNA – often referred to as „immunonutrition‟ and more recently 

„pharmaconutrition‟ – has been proposed as a strategy to decrease postoperative complications 

and duration of hospital length of stay for elective surgical patients. However outcomes of 

individual studies vary and the purported benefits remain controversial. A meta-analysis on this 

topic was recently published (Zheng et al., 2007), however further randomised controlled trials 

on this topic have appeared in the literature since this time. This meta-analysis has been 

undertaken to update the previously published meta-analysis and to attempt to elucidate the 

potential benefit of providing immune-enhanced nutrition in surgical patients. A search of 

electronic databases identified all RCTs comparing the use of pre and/or perioperative 

immunonutrition with standard nutrition provision in elective adult surgical patients between 

1990 and 2008. The meta-analysis was prepared in accordance with the Quality of Reporting of 

Meta-analyses (QUOROM) statement. The variables analysed included mortality, total 

complications, infective complications, anastomotic leak (where applicable), and length of 

hospital stay. 20 distinct studies were identified that met inclusion criteria involving 1966 

patients (immunonutrition n= 1048; standard nutrition n= 918). The provision of 

immunonutrition was shown to be associated with significant reductions in the incidence of total 
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postoperative complications (OR 0.59, CI 0.41, 0.83, p=0.0023, Q=51.5, p=0.0001, I
2 

= 59%, CI 

34.8%, 74.5%), postoperative infective complications (OR 0.49, CI 37, 64, p=0.0001, Q=25.2, 

p=0.1939 , I
2 

= 23%, CI 0%, 53.3%), anastomotic breakdown (OR 0.51, CI 0.31, 0.84 , 

p=0.0085, Q= 6.31, p=0.03 , I
2 

= 0%, CI 0%, 7.3%) when compared to standard nutritional 

provision. No effect of the differences in feed product formulation were seen with relation to 

mortality (OR 0.94, CI 0.49, 1.8, p=0.861, Q=4.49, p=0.99, I
2 

= 0%, CI 0%, 0%) or length of 

hospital stay (WMD -2.52, CI -3.71, -1.33, p=0.0001, Q= 219, p=0.0001, I
2 

= 90.2%, CI 87.5%, 

93.4%). This meta-analysis lends strong support to the beneficial effects of immune-enhanced 

nutrition in the management of elective gastrointestinal surgical patients.  

 

Keywords: Meta-analysis; surgery; immunonutrition; pharmaconutrition; surgical complica-

tions; human 

 

1. INTRODUCTION 

 

Nutrition provision is recognized to be an important aspect in the perioperative management of 

elective gastrointestinal surgery patients, and the timely provision of nutrition has been 

associated with improved postoperative outcomes (Lewis, Andersen and Thomas, 2009). While 

the benefits of nutritional provision in surgical patients are traditionally thought to arise from the 

provision of macronutrients such as calories for energy and protein for wound healing, other 

nutritional components obtained from food or artificial forms of nutrition support are now 

though to interact with the immune system and modulate the responses to conditions such a 

trauma, sepsis or surgery (Jones and Heyland, 2008). In view of this, during the early 1990s new 

artificial nutrition support formulas emerged in the literature and on the commercial market that 

contained higher quantities of nutrients such as arginine, glutamine, omega-3 fatty acids, and 

nucleotides: these are thought to enhance the body‟s immune response. Since that time, the 

effects of these formulations have been studied in a variety of patient populations including a 

variety of surgical specialties and in the critically ill (Dupertuis, Meguid and Pichard, 2009). 

Many of these studies have demonstrated conflicting results (Dupertuis et al., 2009). Further to 

these individual studies, five meta-analyses on this topic have been conducted, again with 

conflicting results depending on the patient population investigated. To date only one meta-

analysis has been conducted on the use of immunonutrition in elective surgical patients (Zheng et 

al., 2007) 

The current work has been undertaken in an attempt to further explore the literature on 

immune-enhancing nutritional formations – more recently termed „pharmoconutrition‟ – 

specifically in the area of elective gastrointestinal surgery.  

 

2. MATERIALS AND METHODS 

 

Electronic databases (Medline, Pubmed, EMBASE, CINAHL, Cochrane Register of Systematic 

Reviews, Science Citation Index) were cross-searched using search terms customized to each 

search engine in an attempt to detect relevant papers comparing the outcomes of provision on 

immune-enhanced nutritional formulas with those of standard composition provided 

perioperatively in patients receiving elective surgery. Reference lists of review papers and 

existing meta-analyses were hand searched for further appropriate citations.  

All studies comparing the provision of immune-enhanced nutritional formulations 

(commercial or experimental) with those of standard nutritional composition providing isocaloric 

and isonitrogenuous nutritional provision, published in the English language were reviewed. 

Only randomized controlled trials with primary comparisons between the different nutritional 
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formulations were considered for inclusion. Studies must also have reported on clinically 

relevant outcomes, and have been conducted in adult (>18 years) elective gastrointestinal 

surgical cases. Additional exclusion criteria included studies that investigated the effect of 

parenteral provision supplemented with nutrients believed to be immune-enhancing, unpublished 

studies and abstracts presented at national and international meetings, and duplicate publications.  

The meta-analysis was prepared in accordance with the Quality of Reporting of Meta-

analyses (QUOROM) statement. Data extraction and critical appraisal of identified studies were 

carried out by two authors (EO and MAM) for compliance with inclusion criteria and 

methodological quality. The authors were not blinded to the source of the document or 

authorship for the purpose of data extraction. The data were compared and discrepancies were 

addressed with discussion until consensus was achieved.  

Evaluation of methodological quality of identified studies was conducted using the Jadad 

scoring system which provides a numerical quality score based on reporting of randomization, 

blinding and reporting of withdrawals (Jadad et al., 1996). 

Outcomes assessed were those considered to exert influence over practical aspects of surgical 

practice and policy decisions within institutions such as rates of postoperative complications and 

mortality outcomes. All studies with reporting on any number of outcomes of this nature were 

considered and final analyses were run on outcome parameters where numbers were sufficient to 

allow statistical analysis.  

Meta-analyses were performed using odds ratios (ORs) for binary outcomes and weighted 

mean differences (WMDs) for continuous outcome measures. A slightly amended estimator of 

OR was used to avoid the computation of reciprocal of zeros among observed values in the 

calculation of the original OR (Agresti, 1996). Random effects models, developed by using the 

inverse variance weighted method approach were used to combine the data (Sutton et al., 2000). 

Heterogeneity among studies was assessed using the Q statistic proposed by Cochran (Cochran, 

1954; Hedges and Olkin, 1985; Sutton et al., 2000) and I
2
 index introduced by Higgins and 

Thompson (Higgins and Thompson, 2002). If the observed value of Q is equal to or larger than 

the critical value at a given significant level (α), in this case 0.05, we conclude that the outcome 

variable is statistically significant. The drawback of the Q statistic is that its statistical power 

depends on the number of studies. The I² statistic describes the proportion of variation across 

studies that are due to between-studies heterogeneity rather than chance and unlike Q statistic it 

does not inherently depend upon the number of studies considered (Huedo-Medina et al., 2006). 

Funnel plots were synthesized in order to determine the presence of publication bias in the 

meta-analysis. Standard error was plotted against the treatment effects (Log OR for the 

dichotomous and WMD for continuous variables respectively) (Egger et al., 1997; Sutton et al., 

2000; Tang and Liu, 2000) to allow 95% confidence interval limits to be displayed.  All 

estimates were obtained using computer programs written in R (Hornik, 2008). All plots were 

obtained using the „rmeta‟ package (Lumley, 2008). In the case of tests of hypotheses, the paper 

reports p-values for different study variables. In general, the effect is considered to be 

statistically significant if the p-value is small. If one uses a 5% significance level then the effect 

is significant only if the associated p-value is less than or equal to 5%.  

 

3. RESULTS 

 

Cross searching of the electronic databases yielded 81 unique abstracts of potential relevance 

which were retrieved for independent review. Of these, 18 studies met the inclusion criteria. 

Pooled results yielded 1956 patients, with a near even distribution between feeding interventions 

(n=1061 immune formulas, n=895 standard composition) from studies dating from 1995 to 2008. 

The protocol for provision of nutrition differed between studies: 11 studies studied the effects of 
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immunonutrition postoperatively, three studies three operatively and five provided nutrition both 

pre and postoperatively. All patients receiving postoperative feeding were tube fed distal to the 

anastomosis within 24hrs post surgery for malignant disease. Five studies report that significant 

percentages (20-100%) of their study population were malnourished. A summary of the 

randomised controlled trials included in the final meta-analysis are presented in Table 1. 

The included studies collectively demonstrate moderate methodological quality according to 

the Jadad score with an average score of 2.8 (out of 5), with a range of 1 to 5.  

Sufficient data were available for the analysis for five clinically relevant outcomes: total 

complications; infective complication; anastomotic dehiscence; in-hospital mortality; and length 

of hospital stay. 

Statistically significant reductions in the relative odds of total postoperative complications 

(OR 0.59 CI 0.41, 0.83, p=0.0023, Q=51.5, p=0.0001, I
2 

= 59%, CI 34.8%, 74.5%), infective 

complications (OR 0.49, CI 37, 64, p=0.0001, Q=25.2, p=0.1939 , I
2
=23%, CI 0%, 53.3%), and 

anastomotic dehiscence (OR 0.51, CI 0.31, 0.84 , p=0.0085, Q= 6.31, p=0.03 , I
2 

= 0%, CI 0%, 

7.3%)  were observed in patients receiving immune- enhancing feeding products. No effect of 

the differences in feed product formulation were seen with relation to mortality (OR 0.94, CI 

0.49, 1.8, p=0.861, Q=4.49, p=0.99,I
2
=0%, CI 0%,s 0%) or length of hospital stay (WMD -2.52, 

CI -3.71, -1.33, p=0.0001, Q= 219, p=0.0001, I
2 

= 90.2%, CI 87.5%, 93.4%). 

Figure 1 – Forest plot of outcomes for infective complications. Forest plot draws the 95% 

confidence intervals for treatment effects (odds ratio) as horizontal lines. Confidence intervals 

show arrows when they exceed specified limits. In the forest plot, squares indicate the estimated 

treatment effects (odds ratio for immune-nutrition over normal feed groups) with the size of the 

squares representing the weight attributed to each study. The pooled estimated odds ratio is 

obtained by combining all the odds ratios of the studies using the inverse weighted method, 

represented by the diamond and the size of the diamond depicts the 95% confidence interval. 

Values to the left of the vertical line are at one favour immune-nutrition. Values to right of the 

vertical line are at one favour Normal feed.  

Figure 2 – Forest plot of outcomes for LOS. Forest plot draws the 95% confidence intervals 

for treatment effects (WMD) as horizontal lines. Confidence intervals show arrows when they 

exceed specified limits. In the forest plot, squares indicate the estimated treatment effects (WMD 

for immune-nutrition over normal feed groups) with the size of the squares representing the 

weight attributed to each study. The pooled estimated odds ratio (WMD) is obtained by 

combining all the WMD of the studies using the inverse weighted method, represented by the 

diamond and the size of the diamond depicts the 95% confidence interval. Values to the left of 

the vertical line are at one favour immune-nutrition. Values to right of the vertical line are at one 

favour Normal feed.  

Funnel plots demonstrate symmetry for mortality, infective complications and anastomotic 

dehiscence outcomes suggesting the absence of publication bias within the meta-analyses 

performed for these outcomes. The presence of publication bias is indiciated by asymmetric 

funnel plots for total complications and length of hospital stay. 

 

 

4. COMMENTS AND CONCLUSION 

 

This meta-analysis demonstrates clinically and statistically signficiant reductions in the relative 

odds of developing postoperative complications (total, infective and that of anastomotic 

dehiscence) in patients receiving immune-enhancing nutrition formulations following elective 

gastrointestinal surgery. No effect was seen on postoperative mortality or length of hospital stay.  
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Sample forest plots are presented in Figures 1 and 2. 

 

 
 

 
 

 

The results of this meta-analysis differ somewhat from the previous meta-analysis on this 

topic. Zheng et al. (2007) reported signfiicant reductions in infective complications and duration 

of hospital stay, and no effect on mortality. Investigation of the effect of immunonutrition on 

total complications or anastomotic dehiscence was not conducted. They also demonstrated an 

improvement on measures of immune function such as total lymphocytes, CD4 levels, IgG levels 

and IL6 levels with the provision of immunonutrition. While the latter cluster of immunological 
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outcomes have not been analysed in the current work, it is interesting to note the difference in the 

length of stay results between this and the Zheng et al. (2007) analysis. The most likely 

explanation for the difference between outcomes lie in the included studies – the only study 

included in the 2007 meta-analysis not to report LOS benefits with early feeding was a 

comparitively by Schilling (1996). Furthermore, this study would have little effect on the pooled 

outcomes in view of the fixed effects model used and its small study size. In contrast, the present 

work includes four studies (including two available since the publication of the Zheng et al. 

(2007) paper) that report increased length of study with the provision of immunonutrition, and 

utislises a random effects model of meta-analysis that weights smaller studies more heavily than 

occurs in the fixed effects model.   

This is a prelimiary assessment of the data available. To gain a more thorough understanding 

of the benefits and risks associated with the provision of immunonutrition when compared to 

standard formulations in this population further analysis of the data is required. For example, as 

different formulas with different immune-enhancing componant levels have been used (ie 

Impact
®
, Stressor

®
, experimental solutions, etc) stratifying the studies for re-analysis by arginine 

content may demonstrate differences in outcomes. Similarly, as the presence of malnutrition is 

known to affect the outcomes of nutritional provision, a sensitivity analysis should be run 

assessing the impact of this factor on the outcomes seen. Finally, the different protocols used in 

the 20 studies included in this analysis introduce considerable variablity to the timing and 

quantity of the immunonutrition provided to the patients involved: these differences should be 

controlled for to ensure accurate interpretation of the reported outcome data. 

In conclusion, this meta-analysis lends support to the beneficial effects of immune-enhanced 

nutrition in the management of elective gastrointestinal surgical patients. Provision of 

immunonutrition in preference to standard nutrition appears on preliminary assessment to be 

associated with statistically and clinically significant reductions in the development of 

postoperative complications including those of infective origin, anastomotic dehiscence in 

patients who receive a primary anastomosis, does not show the detrimental mortality outcomes 

believed to be associated with the use immunonutrition in critically ill populations. It does not, 

however, concur with previous meta-analysis findings of reduced length of hospital stay 

associated with the provision of immunonutrition when compared to standard nutritional 

formulations. 
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ABSTRACT 

 

Objectives: To conduct a meta-analysis of randomized controlled trials evaluating the relative 

merits of limited (D1) versus extended lymphadenectomy (D2) for proven gastric 

adenocarcinoma. 

Data Sources and Review Methods: A search of Cochrane, Medline, PubMed, Embase, 

Science Citation Index and Current Contents electronic databases identified randomized 

controlled trials published in the English language between 1980 and 2008 comparing the 

outcomes D1 vs D2 gastrectomy for gastric adenocarcinoma. The meta-analysis was prepared in 

accordance with the Quality of Reporting of Meta-analyses (QUOROM) statement. The six 

outcome variables analysed included length of hospital stay; overall complication rate; 

anastomotic leak rate; re- operation rate; 30 day mortality rate and 5 year survival rate. Random 

effects meta-analyses were performed using odds ratios and weighted mean differences. 

Results: Six trials totalling 1876 patients (D1=946, D2=930) were analyzed. In five out of the 

six outcomes the summary point estimates favoured D1 over D2 group with a statistically 

significant reduction of (i) 7.12 days reduction in hospital stay (WMD -7.12, CI -12.90, -1.35, 
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p=0.0001); (ii) 58% reduction in relative odds of developing postoperative complications (OR 

0.42, CI 0.24, 0.71, p=0.0014); (iii) 59% reduction in anastomotic breakdown (OR 0.41, CI 0.26, 

0.65, p=0.0002); 67% reduction in re-operation rate (OR 0.33, CI 0.15, 0.72, p=0.006) and 42% 

reduction in 30 day mortality rate (OR 0.58, CI 0.4, 0.85, p=0.0052). Lastly there was no 

significant difference in the 5 year survival (OR 0.97, CI 0.78, 1.20, p=0.76) between D1 and D2 

gastrectomy patients.  

Conclusions: Based on this meta-analysis, D1 gastrectomy is associated with significant fewer 

anastomotic leaks, postoperative complication rate, reoperation rate, decreased length of hospital 

stay and 30 day mortality rate. Lastly the five year survival in D1 gastrectomy patients was 

similar to the D2 cohort. 

Keywords: D1 gastrectomy; D2 gastrectomy; Gastric Cancer; Lymphadenectomy; Meta-

analysis; Randomized controlled trials; Patient‟s outcome; Postoperative complications 

 

1. INTRODUCTION 
 

Gastric adenocarcinoma is a locoregional disease with a high propensity for nodal metastasis. 

Therefore nodal status remains one of the most critical independent predictor of patient survival 

following gastrectomy for this disease
 
(Seto et al., 1997, Siewert et al., 1998). Studies have 

shown that lymph node involvement occurs in 3%-5% of cases when the cancer is limited to the 

mucosa; 11%-25% of cases for those limited to the submucosa; 50% for T2 cancers and 83% for 

T3 cancers
 
(Onate-ocana et al., 2000, De Gara et al., 2003). D1 gastrectomy entails removing 

lymph nodes adjacent to the stomach where as a D2 dissection extends this resection to include 

the nodes around the branches of the celiac axis. Therefore for T2 and T3 tumors, D1 dissection 

leads to non-curative intervention in the majority of patients leading to poor patient outcome. 

Despite these facts, the relative merits of gastrectomy with limited (D1) versus extended 

lymphadenectomy (D2) as an oncological treatment of gastric adenocarcinoma remains 

contentious. Surgeons from the west have conventionally preferred the D1 approach because (a) 

of lower incidence of gastric cancer and therefore fewer opportunities even in large tertiary 

referral centres to perform more radical forms of gastrectomy; (b) of lack of training in 

performing D2 resection compared to their Japanese counterpart; (c) it is technically demanding 

with unproven benefits based on a number of randomized controlled trials (RCTs)published to 

date; and (d) fear of increased risk of complications
 
(Edwards et al., 2004). Even then, the 

western surgeons have achieved a 5-year survival rate of 10-30% (Degiuli m et al)
 
with D1 

resection. On the other hand surgeons in Japan (and east) have traditionally preferred the D2 

approach achieving an impressive 5-year survival of 50-60% with a low morbidity and mortality 

(Soga et al., 1979, Maruyama et al., 1987). However, the greatest criticism of these reports from 

Japan demonstrating such an impressive benefit and modest morbidity and mortality from D2 

resection has been the retrospective nature of the data. Nonetheless this debate has lead some 

researchers to address this issue objectively in the form of well designed RCTs (Degiuli et al., 

2004, Dent et al., 1988, Robertson et al., 1994, Bonenkamp et al., 1995, Cuschieri et al., 1999, 

Wu et al., 2006) . The “issue of extended lymphadenectomy” in these RCTs has produced some 

conflicting results further polarizing the literature on this subject. Therefore this present meta-

analysis has been undertaken to develop a better understanding of the risks and benefits of D1 

and D2 procedures for the treatment of gastric cancer by pooling data from all of the available 

RCTs. 
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2. METHODS 

 

All RCTs of any size that compared D1 gastrectomy with D2 gastrectomy for the treatment of 

gastric adenocarcinoma and which were published in full peer-reviewed journals in the English 

language between January 1980 and the end of May 2008, were considered for inclusion (Table 

1). Only those studies which have reported on at least one clinically relevant outcome were 

included. Unpublished RCTs, non-randomized prospective and retrospective comparative trials 

and abstracts of RCTs presented at national and international meetings were excluded. 

Furthermore, studies which reported on gastric cancers other than adenocarcinoma such as 

lymphomas were excluded because of different biological behaviour and treatment options for 

these tumours. 

The six outcome variables analysed included (a) length of hospital stay; (b) overall 

complication rate; (c) anastomotic leak rate; (d) re- operation rate; (e) 30 day mortality rate and 

(f) 5 year survival rate. These outcomes were thought to be important because they exert 

influence over practical aspects of surgical practice and policy decisions within institutions. 

Trials were identified by conducting a comprehensive search of Medline, Embase, Science 

Citation Index, Current Contents and Pub Med databases, using medical subject headings “D1 

gastrectomy”, “D2 gastrectomy”, “gastric cancer”, “comparative study”, “prospective studies”, 

“randomised or randomized controlled trials”, “random allocation” and “clinical trial”. Manual 

search of the bibliographies of relevant papers was also carried out to identify trials for possible 

inclusion. Data extraction and critical appraisal were carried out by three authors (MSS, BM and 

MAM) for compliance with inclusion criteria and methodological quality. Standardised data 

extraction forms (Moher et al., 1999) were used by authors to independently and blindly 

summarise all the data available in the RCTs meeting the inclusion criteria. The authors were not 

blinded to the source of the document or authorship for the purpose of data extraction. The data 

were compared and discrepancies were addressed with discussion until consensus was achieved. 

Evaluation of the methodological quality of identified studies was conducted using  the Jadad 

scoring system (Jadad et al., 1996) in which each study was assigned a score of between zero 

(lowest quality) and 5 (highest quality) based on reporting of randomization, blinding, and 

withdrawals occurring within the study (Table 2).  

 

3. STATISTICAL ANALYSIS 

 

Meta-analyses were performed using odds ratios (ORs) and relative risk (RR) for binary 

outcomes and weighted mean differences (WMDs) for continuous outcome measures. A slightly 

amended estimator of OR was used to avoid the computation of reciprocal of zeros among 

observed values in the calculation of the original OR
 
(Liu et al., 1996). Random effects models, 

developed by using the inverse variance weighted method approach were used to combine the 

data
 
(Sutton et al., 2000). Heterogeneity among studies was assessed using the Q statistic 

proposed by Cochran
 
(Sutton et al., 2000, Wermuth et al., 1979, Hedges et al., 1985) and I

2
 index 

introduced by Higgins and Thompson
 
(Higgins et al., 2002, Huedo-Medina et al., 2006). If the 

observed value of Q is larger than the critical value at a given significant level, in this case 0.05, 

we conclude that the outcome variable is statistically significant. For the computations of the 

confidence intervals estimates of mean and standard deviation are required. However, some of 

the published clinical trials did not report the mean and standard deviation, but rather reported 

the size of the trial, the median and range. From these available statistics, estimates of the mean 

and standard deviation were obtained using formulas proposed by Hozo (Hozo et al., 2005). 

Funnel plots were synthesized in order to determine the presence of publication bias in the meta-

analysis. Both total sample size and precision (1/standard error) were plotted against the 
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treatment effects (OR for the dichotomous variables: complications, anastomotic leak, reopera-

tion and mortality (Sutton et al., 2000, Egger et al., 1997, Tang et al., 2000). All estimates were 

obtained using computer programs written in R
 
(R: A language and environment for statistical 

computing [computer program]. Version 2.8.0. Vienna: Foundation for Statistical computing; 

2008).  All plots were obtained using the „rmeta‟ package (Lumley, The rmeta Package Version 

2.14: http://cran.rproject.org/web/packages/rmeta/index.html0. 

In the case of tests of hypotheses, the paper reports p-values for different study variables. In 

general, the effect is considered to be statistically significant if the p-value is small. If one uses a 

5% significance level then the effect is significant only if the associated p-value is less than or 

equal to 5%.  

 

4. RESULTS 

 

There was almost a perfect agreement (κ=0.99) between the three authors (MSS, BM, MAM) 

regarding the inclusion and exclusion of various randomized controlled trials. Based on this 

agreement, a total of 6 randomized prospective clinical trials (Europe =3, Asia =2, Africa=1) 

(Degiuli et al., 2004, Dent et al., 1988, Robertson et al., 1994, Bonenkamp et al., 1995, Cuschieri 

et al., 1999, Wu et al., 2006)
 
that included 1876 gastrectomies (D1=946 and D2=930) were 

considered suitable for meta-analysis (Table 1).  

None of the six trials achieved a modified Jadad score of more than 2 (Table 2). 

In five out of the six outcomes the summary point estimates favoured D1 over D2 group with a 

statistically significant reduction of (i) 7.12 days reduction in hospital stay (WMD -7.12, CI -

12.90, -1.35, p=0.0001); (ii) 58% reduction in relative odds of developing postoperative 

complications (OR 0.42, CI 0.24, 0.71, p=0.0014); (iii) 59% reduction in anastomotic breakdown 

(OR 0.41, CI 0.26, 0.65, p=0.0002); 67% reduction in re-operation rate (OR 0.33, CI 0.15, 0.72, 

p=0.006) and 42% reduction in 30 day mortality rate (OR 0.58, CI 0.4, 0.85, p=0.0052). Lastly 

there was no significant difference in the 5 year survival (OR 0.97, CI 0.78, 1.20, p=0.76) 

between D1 and D2 gastrectomy patients (Table 3).  

 

5. DISCUSSION 

 

Gastric adenocarcinoma survival is proportional to the level of lymph node metastases in nodal 

echelons N1-N4 based on the nodal classification by the JRSGC. Surgeons in the east have 

routinely practiced D2 gastrectomies involving extended lymphadenectomy which provides both 

diagnostic and therapeutic advantage
 
(Soga et al., 1979, Maruyama et al., 1987). However 

surgeons in the west have struggled to achieve similar outcome with D2 gastrectomies compared 

with their eastern counterparts except on occasion (Edwards et al., 2004, Lewis et al., 2002, Diaz 

et al., 2008, Sue-Ling et al., 1993, Pacelli et al., 1993, Siewert et al., 1993).
  

A number of RCTs (Degiuli et al., 2004, Dent et al., 1988, Robertson et al., 1994, 

Bonenkamp et al., 1995, Cuschieri et al., 1999, Wu et al., 2006) have been undertaken to 

investigate the issues of risks and benefits of limited vs extended lymphadenectomy. 

Confounding factors including patient population and their selection, operative techniques 

especially level of lymph node dissection, experience of the operating surgeons especially in D2 

resection and outcome descriptors have fuelled the ongoing debate despite reasonable attempts 

being made by the authors to provide trials of high quality. The authors of this paper have 

undertaken a meta-analytical review based on the available RCTs data in an attempt to provide 

some clarification. To date D2 gastrectomy has shown better results than D1 gastrectomy in 

mainly retrospective studies (Pacelli et al., 1993, Siewert et al., 1993, Mansfield et al., 2004, 

Volpe et al., 1995). However, this has not been seen in two of the largest RCTs published in 

http://cran.rproject.org/web/packages/rmeta/index.html0
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Europe (Bonenkamp et al., 1995, Cuschieri et al., 1999). In the Dutch trial with a median follow-

up of 11 year, survival rates were 30% for D1 and 35% for D2 group. The risk of relapse was 

70% for D1 and 65% for D2 group. The only group which seemed to benefit was the N2 disease 

cohort. The 11 year survival was 0% in D1 group whereas it was 20% for D2 group (Hartgrink et 

al., 2004). However there is a serious concern regarding the Dutch RCT for non-compliance or 

contamination in the extent of lymphadenectomy performed in the two randomized arms
 
(Bunt et 

al., 1994).  

Five of the 6 studies reported length of hospital stay. Of these 4 had significantly longer stay 

for D2 group compared to D1 group. The reasons for the longer stay in D2 cohort could be 

multiple and include (a) prolong and more complex surgical procedures; and (b) more peri-

operative complications. A protracted operating time exposes the patient to a longer duration of 

anaesthesia, and a greater risk of thermic, thromboembolic, cardiac and respiratory 

complications.  

Five of the 6 trials reported data on complications. Complications ranged from simple wound 

infection, intra-abdominal abscess formation to anastomotic leak. Different studies have 

enumerated complications on different bases which made summation of the results difficult. 

Most of the studies have reported complication under 2 major headings, surgical and non 

surgical. Among the surgical complications, intra-abdominal or subphrenic abscess formation 

was not only commonly seen but also required reoperation in the majority of cases. The intra-

abdominal sepsis was also responsible for other complications such as secondary haemorrhages 

and death
 
(Robertson et al., 1994). This complication was seen exclusive in D2 group. Amongst 

the non-surgical complications, the pulmonary infections predominate in both the groups. The 

overall complication rates were significantly higher in D2 group compared to D1 cohort. 

Three of the 6 trials reported an anastomotic leak rate. In all the studies the D2 group had a 

higher leak rate. The overall pooled data similarly showed that it was statistically significant for 

the D2 group. The UK (Cuschieri et al., 1999) and the Dutch (Bonenkamp et al., 1995) trials, 

have not specified the site(s) of the leak or timing of the leaks. In the Hong Kong study 

(Robertson et al., 1994). 3 anastomotic leaks were recorded, all in the D2 group at the 

oesophagojejunal junction (i.e following a total gastrectomy) which were treated conservatively 

with total parenteral nutrition with favourable outcome.  

Four of the 6 trials have documented a re-operation rate. The result was statistically 

significant. The most common cause reported for re-operation was a sub-phrenic abscess, 

although the causes ranged from haemorrhage to anastomotic leaks and from retro-colic hernia to 

intra abdominal abscesses.  

Five of the 6 trials reported on the 30 day mortality rate. Pooled data shows higher mortality 

rates in the D2 group, although Taiwanese and Italian studies have reported lower mortality rates 

in the D2 group (Degiuli et al., 2004, Wu et al., 2006). The overall result was statistically 

significant for D2 cohort. The factors which may be responsible for higher morbidity and 

mortality include (a) surgical experience in performing gastric resection (high vs low volume 

centre); (b) the previous gastric surgery experience; (c) the pancreatic or splenic resection. 

Pancreatosplenectomy recommended as part of the D2 gastrectomy in the second edition of 

Japanese classification (Japanese Gastric Cancer Association Japanese Classification of Gastric 

Carcinoma - 2nd English Edition (1998). Gastric Cancer. 1(1):10-24, Aiko and Sasako, 1998) 
27, 

48
was followed by some and not by others (Degiuli et al., 2004, Dent et al., 1988, Robertson et 

al., 1994, Bonenkamp et al., 1995, Cuschieri et al., 1999, Wu et al., 2006). While surgeons in the 

Hong Kong and Taiwanese (Robertson et al., 1994, Wu et al., 2006) studies performed 

pancreatic and splenic resection routinely, the rest of the surgeons except Italians, performed the 

resection only when the upper 2/3 of the stomach was involved (Dent et al., 1988, Bonenkamp et 

al., 1995, Cuschieri et al., 1999). The Italians resected the pancreas or the spleen only when the 

http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Japanese%20Gastric%20Cancer%20Association%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Gastric%20Cancer.');
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cancer had extended into these organs
 
(Degiuli et al., 2004). The most important outcome that all 

the surgeons look forward to in any cancer treatment is the 5 year survival rate. Interestingly this 

meta-analysis does not show any difference in the 5 year survival between the D1 and D2 group 

which casts doubt on the benefit of the extended gastrectomy. 

 

6. CONCLUSIONS 

 

D1 gastrectomy is associated with significantly fewer post-operative complications including an-

astomotic leaks, lower re-operation rate , decreased length of hospital stay and decreased 30 day 

mortality rate. Most importantly there is no difference in 5 year survival rate between the two 

groups. It is therefore difficult to justify the routine use of D2 gastrectomy as the standard for the 

management of gastric carcinoma especially when the morbidity and mortality remains high. 

 

APPENDIX 

 

Table 1: Details of all the RCTs 

Authors Year/Country Type of Study Number of Patients 

   D1 D2 

Dent et al 1988/ South Africa RCT 22 21 

Robertson et al
 

1994/ Hong Kong RCT 25 29 

Bonenkamp et al
 

1995/ Netherlands RCT 513 483 

Cuschieri et al
 

1999/ UK RCT 200 200 

Degiuli et al
 

2004/ Italy RCT 76 86 

Chew-Wun Wu et al
 

2006/ Taiwan RCT 110 111 

Total   946 930 

 

Table 2: Jadad’s Score 

Authors
 

Year/Country 

Jadad’s 

Score 

Random-

ization Blinding Withdrawal 

Dent et al 1988/ South Africa 2 2 0 0 

Robertson et al
 

1994/ Hong Kong 2 2 0 0 

Bonenkamp et al
 

1995/ Netherlands 2 2 0 0 

Cuschieri et al
 

1999/ UK 2 2 0 0 

Degiuli et al
 

2004/ Italy 2 2 0 0 

Chew-Wun Wu et al
 

2006/ Taiwan 2 2 0 0 

 

Table 3: Summary of pooled data comparing D1 vs D2 gastrectomy 
Outcome Variables Pooled OR or WMD 

(95% CI) 

Test for overall 

effect 

Test for heterogeneity 

  Z p-value Q p-value I-squared 

index 

Length of hospital stay -7.12 (-12.90, -1.35) -2.4177 0.0156 36.04 0.0001 88.9% 

Overall complication 

rate 

0.42 (0.24, 0.71) -3.2009 0.0014 11.5 0.0215 65.2% 

Anastomotic leak rate 0.41 (0.26, 0.65) -3.7644 0.0002 0.8 0.939 0% 

Re-operation rate 0.33 (0.15, 0.72) -2.7485 0.006 3.52 0.3179 14.8% 

30 day mortality rate 0.58 (0.4, 0.85) -2.7928 0.0052 1.78 0.7753 0% 

5 year survival rate 0.97 (0.78, 1.20) -0.7662 0.7662 1.67 0.797 0% 



146 

 

REFERENCES 
 

Aiko T, Sasako M. (1998). The new Japanese Classification of Gastric Carcinoma: Points to be 

revised. Gastric Cancer. 1(1): 25-30 

Bonenkamp JJ, Songun I, Hermans J, Sasako M, Welvaart K, Plukker JT, van Elk P, Obertop H, 

Gouma DJ, Taat CW. (1995). Randomised comparison of morbidity after D1 and D2 

dissection for gastric cancer in 996 Dutch patients. Lancet. 25; 345(8952): 745-8 

Cuschieri A, Weeden S, Fielding J, Bancewicz J, Craven J, Joypaul V, Sydes M, Fayers P. 

(1999). Patient survival after D1 and D2 resections for gastric cancer: long-term results of the 

MRC randomized surgical trial. Surgical Co-operative Group. Br J Cancer. 79(9-10): 1522-

30.  

Degiuli M, Sasako M, Calgaro M, Garino M, Rebecchi F, Mineccia M, Scaglione D, Andreone 

D, Ponti A, Calvo F; Italian Gastric Cancer Study Group. (2004). Morbidity and mortality 

after D1 and D2 gastrectomy for cancer: interim analysis of the Italian Gastric Cancer Study 

Group (IGCSG) randomised surgical trial. Eur J Surg Oncol. 30(3): 303-8. 

De Gara CJ, Hanson J, Hamilton S. (2003). A population-based study of tumor-node 

relationship, resection margins, and surgeon volume on gastric cancer survival. Am J Surg. 

186(1): 23-7. 

Dent DM, Madden MV, Price SK. (1998). Randomized comparison of R1 and R2 gastrectomy 

for gastric carcinoma. Br J Surg. 75(2): 110-2. 

Díaz de Liaño A, Yarnoz C, Aguilar R, Artieda C, Ortiz H. (2008). Rationale for gastrectomy 

with D2 lymphadenectomy in the treatment of gastric cancer. Gastric Cancer. 11(2): 96-102. 

Epub 2008 Jul 2. 

Edwards P, Blackshaw GR, Lewis WG, Barry JD, Allison MC, Jones DR. (2004). Prospective 

comparison of D1 vs modified D2 gastrectomy for carcinoma. Br J Cancer. 17; 90(10): 1888-

92. 

Egger M, Davey Smith G, Schneider M, Minder C. (1997). Bias in meta-analysis detected by a 

simple, graphical test. BMJ. 13; 315(7109): 629-34.  

Hedges LV, Olkin I. (1985). Statistical methods for meta analysis. Orlando: Academic Press. 

Higgins JP, Thompson SG. (2002). Quantifying heterogeneity in a meta-analysis. Stat Med. 15; 

21(11): 1539-58 

Hozo SP, Djulbegovic B, Hozo I. (2005). Estimating the mean and variance from the median, 

range, and the size of a sample. BMC Med Res Methodol. 20; 5(1):13 

Huedo-Medina TB, Sánchez-Meca J, Marín-Martínez F, Botella J. (2006). Assessing 

heterogeneity in meta-analysis: Q statistic or I2 index? Psychol Methods. 11(2): 193-206 

Jadad AR, Moore RA, Carroll D, Jenkinson C, Reynolds DJ, Gavaghan DJ. (1996). Assessing 

the quality of reports of randomized clinical trials: is blinding necessary? Control Clin Trials. 

17: 1-12. 

Japanese Gastric Cancer Association Japanese Classification of Gastric Carcinoma - 2nd English 

Edition. (1998). Gastric Cancer. 1(1): 10-24. 

Lewis WG, Edwards P, Barry JD, Khan S, Dhariwal D, Hodzovic I, Allison MC, Shute K. 

(2002). D2 or not D2? The gastrectomy question. Gastric Cancer. 5(1):2 9-34. 

http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Aiko%20T%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sasako%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Gastric%20Cancer.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Bonenkamp%20JJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Songun%20I%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hermans%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sasako%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Welvaart%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Plukker%20JT%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22van%20Elk%20P%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Obertop%20H%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Gouma%20DJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Taat%20CW%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Lancet.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Cuschieri%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Weeden%20S%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Fielding%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Bancewicz%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Craven%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Joypaul%20V%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sydes%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Fayers%20P%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Br%20J%20Cancer.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Degiuli%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sasako%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Calgaro%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Garino%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Rebecchi%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Mineccia%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Scaglione%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Andreone%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Andreone%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Andreone%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Ponti%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Calvo%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Italian%20Gastric%20Cancer%20Study%20Group%22%5BCorporate%20Author%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Eur%20J%20Surg%20Oncol.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22de%20Gara%20CJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hanson%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hamilton%20S%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Am%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Dent%20DM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Madden%20MV%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Price%20SK%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Br%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22D%C3%ADaz%20de%20Lia%C3%B1o%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Yarnoz%20C%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Aguilar%20R%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Artieda%20C%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Ortiz%20H%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Gastric%20Cancer.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Edwards%20P%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Blackshaw%20GR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lewis%20WG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Barry%20JD%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Allison%20MC%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Jones%20DR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Br%20J%20Cancer.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Egger%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Davey%20Smith%20G%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Schneider%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Minder%20C%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'BMJ.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Higgins%20JP%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Thompson%20SG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Stat%20Med.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hozo%20SP%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Djulbegovic%20B%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hozo%20I%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'BMC%20Med%20Res%20Methodol.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Huedo-Medina%20TB%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22S%C3%A1nchez-Meca%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Mar%C3%ADn-Mart%C3%ADnez%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Botella%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Psychol%20Methods.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Japanese%20Gastric%20Cancer%20Association%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Gastric%20Cancer.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lewis%20WG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Edwards%20P%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Barry%20JD%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Khan%20S%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Dhariwal%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hodzovic%20I%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Allison%20MC%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Shute%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Gastric%20Cancer.');


147 

 

Liu IM, Agresti A. (1996). Mantel-Haenszel-type inference for cumulative odds ratios with a 

stratified ordinal response. Biometrics. 52(4): 1223-34.  

Lumley T. The rmeta Package Version 2.14,  http://cran.rproject.org/web/packages/rmeta. 

Mansfield PF. (2004). Lymphadenectomy for gastric cancer. J Clin Oncol. 15;22(14): 2759-61. 

Maruyama K, Okabayashi K, Kinoshita T. (1987). Progress in gastric cancer surgery in Japan 

and its limits of radicality. World J Surg. 11(4): 418-25.  

Moher D, Cook DJ, Eastwood S, Olkin I, Rennie D, Stroup DF. (1999). Improving the quality of 

reports of meta-analyses of randomised controlled trials: the QUOROM statement. Quality of 

Reporting of Meta-analyses. Lancet. 354: 1896-1900 

Oñate-Ocaña LF, Aiello-Crocifoglio V, Mondragón-Sánchez R, Ruiz-Molina JM. (2000). 

Survival benefit of D2 lympadenectomy in patients with gastric adenocarcinoma. Ann Surg 

Oncol. 7(3): 210-7.  

Pacelli F, Doglietto GB, Bellantone R, Alfieri S, Sgadari A, Crucitti F. !1993). Extensive versus 

limited lymph node dissection for gastric cancer: a comparative study of 320 patients. Br J 

Surg. 80(9): 1153-6 

R: A language and environment for statistical computing [computer program]. Version 2.8.0. 

Vienna: Foundation for Statistical computing; 2008 

Robertson CS, Chung SC, Woods SD, Griffin SM, Raimes SA, Lau JT, Li AK. (1994). A 

prospective randomized trial comparing R1 subtotal gastrectomy with R3 total gastrectomy 

for antral cancer. Ann Surg. 220(2): 176-82.   

Seto Y, Nagawa H, Muto T. (1997). Impact of lymph node metastasis on survival with early 

gastric cancer. World J Surg. 21(2): 186-89 

Siewert JR, Böttcher K, Roder JD, Busch R, Hermanek P, Meyer HJ.(1993). Prognostic 

relevance of systematic lymph node dissection in gastric carcinoma. German Gastric 

Carcinoma Study Group. Br J Surg. 80(8): 1015-8 

Siewert JR, Böttcher K, Stein HJ, Roder JD. (1998). Relevant prognostic factors in gastric 

cancer: ten-year results of the German Gastric Cancer Study. Ann Surg. 228(4): 449-61. 

Soga J, Kobayashi K, Saito J, Fujimaki M, Muto T. (1979). The role of lymphadenectomy in 

curative surgery for gastric cancer. World J Surg. 3(6): 701-8 

Sutton AJ, Abrams KR, Jones DR, Sheldon TA, Song F. (2000). Methods for Meta-analysis in 

Medical Research. John Wiley: Chichester. 

Sue-Ling HM, Johnston D, Martin IG, Dixon MF, Lansdown MR, McMahon MJ, Axon AT. 

(1993). Gastric cancer: a curable disease in Britain. BMJ.  4 ;307(6904): 591-6. 

Tang JL, Liu JL.(2000).  Misleading funnel plot for detection of bias in meta-analysis. J Clin 

Epidemiol. 53(5): 477-84.  

Volpe CM, Koo J, Miloro SM, Driscoll DL, Nava HR, Douglass HO Jr. (1995). The effect of 

extended lymphadenectomy on survival in patients with gastric adenocarcinoma. J Am Coll 

Surg. 181(1): 56-64.  

Wermuth N, Cochran WG. (1979). Detecting systematic errors in multi-clinic observational data. 

Biometrics. 35(3): 683-6. 

Wu CW, Hsiung CA, Lo SS, Hsieh MC, Chen JH, Li AF, Lui WY, Whang-Peng J. (2006).Nodal 

dissection for patients with gastric cancer: a randomised controlled trial. Lancet Oncol. 7(4): 

309-15.  

http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Liu%20IM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Agresti%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Biometrics.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Mansfield%20PF%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'J%20Clin%20Oncol.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Maruyama%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Okabayashi%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Kinoshita%20T%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'World%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22O%C3%B1ate-Oca%C3%B1a%20LF%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Aiello-Crocifoglio%20V%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Mondrag%C3%B3n-S%C3%A1nchez%20R%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Ruiz-Molina%20JM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Ann%20Surg%20Oncol.');
javascript:AL_get(this,%20'jour',%20'Ann%20Surg%20Oncol.');
javascript:AL_get(this,%20'jour',%20'Ann%20Surg%20Oncol.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Pacelli%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Doglietto%20GB%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Bellantone%20R%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Alfieri%20S%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sgadari%20A%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Crucitti%20F%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Br%20J%20Surg.');
javascript:AL_get(this,%20'jour',%20'Br%20J%20Surg.');
javascript:AL_get(this,%20'jour',%20'Br%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Robertson%20CS%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Chung%20SC%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Woods%20SD%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Griffin%20SM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Raimes%20SA%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lau%20JT%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Li%20AK%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Ann%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Seto%20Y%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Nagawa%20H%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Muto%20T%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'World%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Siewert%20JR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22B%C3%B6ttcher%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Roder%20JD%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Busch%20R%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hermanek%20P%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Meyer%20HJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Br%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Siewert%20JR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22B%C3%B6ttcher%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Stein%20HJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Roder%20JD%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Ann%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Soga%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Kobayashi%20K%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Saito%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Fujimaki%20M%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Muto%20T%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'World%20J%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Sue-Ling%20HM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Johnston%20D%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Martin%20IG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Dixon%20MF%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lansdown%20MR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22McMahon%20MJ%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Axon%20AT%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'BMJ.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Tang%20JL%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Liu%20JL%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'J%20Clin%20Epidemiol.');
javascript:AL_get(this,%20'jour',%20'J%20Clin%20Epidemiol.');
javascript:AL_get(this,%20'jour',%20'J%20Clin%20Epidemiol.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Volpe%20CM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Koo%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Miloro%20SM%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Driscoll%20DL%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Nava%20HR%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Douglass%20HO%20Jr%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'J%20Am%20Coll%20Surg.');
javascript:AL_get(this,%20'jour',%20'J%20Am%20Coll%20Surg.');
javascript:AL_get(this,%20'jour',%20'J%20Am%20Coll%20Surg.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Wermuth%20N%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Cochran%20WG%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Biometrics.');
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Wu%20CW%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hsiung%20CA%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lo%20SS%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Hsieh%20MC%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Chen%20JH%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Li%20AF%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Lui%20WY%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
http://www.ncbi.nlm.nih.gov/sites/entrez?Db=pubmed&Cmd=Search&Term=%22Whang-Peng%20J%22%5BAuthor%5D&itool=EntrezSystem2.PEntrez.Pubmed.Pubmed_ResultsPanel.Pubmed_DiscoveryPanel.Pubmed_RVAbstractPlus
javascript:AL_get(this,%20'jour',%20'Lancet%20Oncol.');


148 

 

Proceedings of the Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X), Volume I, 

The Islamic Countries Society of Statistical Sciences, Lahore: Pakistan, (2010): 148–156. 

 

META-ANALYSIS OF LAPAROSCOPIC POSTERIOR AND ANTERIOR 

FUNDOPLICATION FOR GASTRO-OESOPHAGEAL REFLUX DISEASE 

 

Manjunath S Subramanya
 

Department of Surgery, Mount Isa Base Hospital, Mount Isa, Queensland, Australia 

E-mail: manjunathbss9@yahoo.com 
 

Md Belal Hossain
 

Department of Mathematics and Computing, Australian Centre for Sustainable Catchments, 

University of Southern Queensland, Toowoomba, Queensland, Australia 

E-mail: bjoardar2003@yahoo.com 

 

Shahjahan Khan
 

Department of Mathematics and Computing, Australian Centre for Sustainable Catchments, 

University of Southern Queensland, Toowoomba, Queensland, Australia 

E-mail: khans@usq.edu.au 
 

Breda Memon
 

Ipswich Hospital, Chelmsford Avenue, Ipswich, Queensland, Australia  

E-mail: bmemon@yahoo.com
 

 

Muhammed Ashraf Memon
 

Ipswich Hospital, Chelmsford Avenue, Ipswich, Queensland, Australia  

Mayne Medical School, School of Medicine, University of Queensland, Brisbane, Queensland, 

Australia 

Faculty of Health Sciences and Medicine, Bond University, Gold Coast, Queensland, Australia  

Faculty of Health Science, Bolton University, Bolton, Lancashire, UK 

E-mail: mmemon@yahoo.com 

 

ABSTRACT 

 

Objectives: Although laparoscopic posterior (Nissen) fundoplication (LPF) has the proven 

efficacy for controlling gastro-oesophgeal reflux surgically, there remain problems with 

postoperative dysphagia and the inability to belch or vomit. To decrease some of these 

postoperative complications, laparoscopic anterior fundoplication (LAF) was introduced. The 

aim of this study was to conduct a meta-analysis of RCTs to investigate the merits of LPF vs 

LAF for the treatment of gastro-oesophageal reflux disease (GORD). 

 

Data Sources and Review Methods: A search of Medline, Embase, Science Citation Index, 

Current Contents, PubMed and the Cochrane Database identified all RCTs comparing different 

types of laparoscopic posterior and anterior fundoplications published in the English Language 

between 1990 and 2008. The eight variables analysed included operative time, overall 

complications, rate of conversion to open, re-do operative rate, dysphagia score, heartburn rate, 

visick grading of satisfaction and overall satisfaction.   
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Results: Five trials totalling 556 patients (Posterior=277, Anterior=279) were analysed. The 

analysis showed trends favouring LPF in terms of overall complication rate, conversion rate, 

incidence of postoperative heartburn and re-do operative rate. There was significant 

improvement in the postoperative satisfaction score in terms of reflux symptoms favouring LPF 

while there was significant reduction in the dysphagia score favouring LAF. No difference was 

noted in operating time and Visick‟s grading of satisfaction between the two groups.  

 

Conclusions: Based on this meta analysis, LPF is associated with fewer complications, 

decreased rate of conversion, heartburn rate, re-operation rate and significantly higher overall 

satisfaction rate for controlling GORD symptoms. However the LAF was associated with a 

significantly lower incidence of dysphagia compared to its posterior counterpart. We therefore 

conclude that LPF is a better alternative to AFP at the expense of higher dysphagia rate.   

 

Keywords: Fundoplication; Anti-reflux; Posterior fundoplication; Nissen fundoplication; 

Anterior antireflux surgery; Gastro-oesophagael reflux disease; Randomised controlled trials 

 

1. INTRODUCTION 

 

The “Open Nissen Fundoplication”, and its modifications have been employed to treat moderate 

to severe gastro-oesophageal reflux disease (GORD) for almost six decade now. The procedure 

involves 360
0
 posterior wrapping of the fundus of the stomach around the distal oesophagus. 

Laparoscopic fundoplication, the minimally access modification of the original Nissen 

fundoplication was first described by Dallemagne in 1991 ( Dallemagne et al., 1991) following 

the success of laparoscopic cholecystectomy. Although this type of fundoplication achieves good 

control of GORD, some patient may experience troublesome postoperative side effects such as 

dysphagia, an inability to vomit or belch (gas bloat syndrome) and excessive flatulence. To 

alleviate this problem partial posterior and anterior fundoplications were introduced where the 

wrap extended from 90
0
 to 270

0
 either posteriorly or anteriorly. The question of which technique 

offers the best results in terms of control of GORD with minimal side effects remains 

controversial. Many uncontrolled single centre series claim good results with partial posterior 

(Bell, 1996, O‟Reilly, 1996) or anterior fundoplication (Watson et al., 1991, 1995, Rice et al., 

2006). However, there have been few RCTs undertaken to address this controversial issue in an 

evidence based manner (Hagedorn et al., 2003, Watson et al., 1999, 2004, Baigrie et al., 2005, 

Spence et al., 2006). The problem is further compounded by the fact that only a few of these 

RCTs have long term follow-up.  

The aim of this meta-analysis was to investigate the benefits and risks of LAP versus LPF for 

the treatment of GORD. Five randomised controlled trials (Hagedorn et al., 2003, Watson et al., 

1999, 2004, Baigrie et al., 2005, Spence et al., 2006) comparing these procedures have been 

published over the last seven years. This meta-analysis considers pooled data from all of the 

available randomised clinical trials that compared LAF and LPF methods of anti-reflux surgery, 

and was prepared in accordance with the Quality of Reporting of Meta-analyses (QUOROM) 

statement (Moher et al., 1999). 

 

2. MATERIAL AND METHODS 

 

All randomised clinical trials of any size that compared any type of LAF with LPF for the 

treatment of GORD, and were published in full in peer-reviewed journals in the English 

language between January 1990 and the end of May 2008 were included (Table 1). Studies must 

also have reported on at least one clinically relevant outcome. Unpublished studies and abstracts 
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presented at national and international meetings were excluded. Eight outcome variables which 

were considered most suitable for analysis included: 

1. Operative time 

2. Overall complications  

3. Rate of conversion to open  

4. Re-do operative rate 

5. Dysphagia score 

6. Heartburn rate 

7. Visick grading of satisfaction   

8. Overall satisfaction 

 

Trials were identified by conducting a comprehensive search of Medline, Embase, Science 

Citation Index, Current Contents and Pubmed databases, using medical subject headings 

“fundoplication”, “anti-reflux”, “posterior fundoplication”, “Nissen fundoplication”, “anterior 

antireflux surgery”, “gastro-oesophagael reflux disease”, “comparative studies”, “prospective 

studies”, “randomised controlled trials”, “random allocation” and “clinical trial”. Manual search 

of the bibliographies of relevant papers was also carried out to identify trials for possible 

inclusion. 

Data extraction and critical appraisal were carried out by three authors (MSS, BM and 

MAM) for compliance with inclusion criteria and methodological quality. Standardised data 

extraction forms (Moher et al., 1999) were used by authors to independently and blindly 

summarise all the data available in the RCTs meeting the inclusion criteria. The authors were not 

blinded to the source of the document or authorship for the purpose of data extraction. The data 

were compared and discrepancies were addressed with discussion until consensus was achieved. 

Evaluation of the methodological quality of identified studies was conducted using  the Jadad 

scoring system (Jadad et al., 1996) in which each study was assigned a score of between zero 

(lowest quality) and 5 (highest quality) based on reporting of randomization, blinding, and 

withdrawals occurring within the study (Table 2).  

 

3. STATISTICAL ANALYSIS 

 

Meta-analyses were performed using odds ratios (ORs) and relative risk (RR) for binary 

outcomes and weighted mean differences (WMDs) for continuous outcome measures. A slightly 

amended estimator of OR was used to avoid the computation of reciprocal of zeros among 

observed values in the calculation of the original OR
 
(Liu et al., 1996). Random effects models, 

developed by using the inverse variance weighted method approach were used to combine the 

data
 
(Sutton et al., 2000). Heterogeneity among studies was assessed using the Q statistic 

proposed by Cochran
 
(Sutton et al., 2000, Hedges et al., 1985) and I

2
 index introduced by 

Higgins and Thompson
 
(Higgins et al., 2002, Huedo-Medina et al., 2006). If the observed value 

of Q is larger than the critical value at a given significant level, in this case 0.05, we conclude 

that the outcome variable is statistically significant. For the computations of the confidence 

intervals estimates of mean and standard deviation are required. However, some of the published 

clinical trials did not report the mean and standard deviation, but rather reported the size of the 

trial, the median and range. From these available statistics, estimates of the mean and standard 

deviation were obtained using formulas proposed by Hozo (Hozo et al., 2005). Funnel plots were 

synthesized in order to determine the presence of publication bias in the meta-analysis. Both total 

sample size and precision (1/standard error) were plotted against the treatment effects (OR for 

the dichotomous variables: complications, conversion rate, dysphagia, heartburn and reoperation 

(Sutton et al., 2000, Egger et al., 1997, ). All estimates were obtained using computer programs 
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written in R
 
(R: A language and environment for statistical computing [computer program]. 

Version 2.8.0. Vienna: Foundation for Statistical computing; 2008).  All plots were obtained 

using the „rmeta‟ package (Lumley T. The rmeta Package Version 2.14. 

In the case of tests of hypotheses, the paper reports p-values for different study variables. In 

general, the effect is considered to be statistically significant if the p-value is small. If one uses a 

5% significance level then the effect is significant only if the associated p-value is less than or 

equal to 5%.  

 

4. RESULTS 

 

There was almost a perfect agreement (κ=0.99) between the three authors (MSS, BM, MAM) 

regarding the inclusion and exclusion of various randomized controlled trials. Based on this 

agreement, a total of five randomized prospective clinical trials (Hagedorn et al., 2003, Watson 

et al., 1999, 2004, Baigrie et al., 2005, Spence et al., 2006) 
 
involving a total of  556 patients 

(LAF=279, LPF=277) were considered suitable for meta-analysis. None of the five trials 

achieved a modified Jadad score of more than 2 (Table 1). 

A statistically significant reduction of 4.9 in WMD for the dysphagia score was noted 

favouring LAF (WMD 4.8982, CI 2.4753, 7.3211, p=<0.0001). On the other hand, there was a 

significant 59% reduction in the relative odds of heartburn seen in patients receiving LPF (OR 

0.4145, CI  0.1785, 0.9625, p=0.0405). Comparable effects were seen for LPF and LAP for other 

variables which include operating time (WMD 1.5581, CI -4.8591; 7.9753, p=0.6342), overall 

complications (OR 0.4547, CI 0.1874, 1.1035, p=0.0815), conversion rate (OR 0.899, CI 0.2279, 

3.5465, p=0.8791), Visick grading (OR 1.41, CI 0.67, 2.95, p=0.3631), patient‟s satisfaction 

(WMD -0.1848, CI -0.6002;  0.2305, p=0.383) and redo surgery (OR 0.6538, CI 0.2889, 1.4799, 

p=0.308) (Table 2). 

 

5. DISCUSSION 

 

It is well documented that while LPF is associated with higher rates of dysphagia, the LAF is 

accompanied by worse reflux control (Hagedorn et al., 2003).  This is supported objectively by 

the findings of Anderson (Anderson et al., 1998) in his RCT where Nissen (LPF) fundoplication 

was found to have a greater elevation of resting (33.5 vs. 23 mm Hg) and residual lower 

esophageal sphincter pressures (17 vs. 6.5 mm Hg) and lower esophageal ramp pressure (26 vs. 

20.5 mm Hg) than the LAF. A smaller radiologically measured sphincter opening diameter was 

seen following Nissen fundoplication (9 mm) compared with anterior fundoplication (12 mm). 

Various modifications have been tried to better the outcome in relation to reflux control and 

dysphagia, such as varying the degree of wrap and division of short gastric vessels. Division of 

short gastric vessels have failed to show any improvement in the overall outcome with regards to 

postoperative symptoms such as dysphagia in either laparoscopic or open fundop-lication 

(Watson et., 1997, 1999, Blomqvist et al., 2000, Luostarinen and Isolauri, 1999). This fact is 

further proven by Engstrom
 
(Engstrom et al., 2004) in her RCT which involves 24 patients 

undergoing Laparoscopic Nissen Fundoplication divided into 2 groups, with and without short 

gastric divisions, where there was no difference in the rate of dysphagia or reflux control 

achieved.   

There remains controversy regarding the correlation between division of short gastric vessels 

and wind related problems mainly belching and bloating. While Luostarinen (Luostarinen and 

Isolauri, 1999) showed no change in wind related problems with division of the short gastrics, 

Boyle (O‟Boyle et al., 2002) and Chrysos (Chrysos et al., 2001) showed increased bloating and 

flatus with division of the short gastrics. Luostarinen‟s RCT involved 50 patients who underwent 
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Nissen Fundoplication, with and without short gastrics division and at 5 years showed no 

difference in wind related problems with either group. Boyle‟s RCT involved 102 patients 

undergoing Nissen fundoplication and at 3 years showed, in the group having division of the 

short gastrics, an increased incidence of epigastric bloating (71% vs. 48%) and increased flatus 

(88% vs. 70%) compared to the group without the division of short gastric. Chrysos in his RCT 

involving 56 patients undergoing Nissen fundoplication, at 1 year showed an increased incidence 

of bloating in the group who had division of the short gastric (38%) compared to the group 

without short gastric division (19%).  

Trials involving partial posterior fundoplication which were conducted in an attempt to 

eliminate certain postoperative problems such as dysphagia and bloating associated with total 

wrap posterior fundoplication managed to eliminate bloating but failed to decrease the rate of 

dysphagia. A ten year follow up result of a RCT involving 137 patients comparing laparoscopic 

Toupet (180 degree posterior) and Nissen fundoplication reported by Hagedorn (Hagedorn et al., 

2002), showed no difference in the rate of dysphagia (41% vs. 38%) but significantly less 

bloating (54% vs. 66%, p <0.03) and flatulence (72% vs. 90%, p <0.001). Walker et al. (1992) in 

his RCT involving 52 patients compared Lind (300 degree posterior) and Nissen fundoplication 

where he found no difference in the rate of postoperative dysphagia but a significant 

improvement in bloating in patients undergoing Lind fundoplication (p <0.05)   

Partial posterior fundoplication on the other hand has better reflux control than the partial 

anterior fundoplication as shown by the long term results of the Swedish triall (Hagedorn et al., 

2003), the only RCT to compare 2 partial fundoplications  (Posterior 180 vs. anterior 120). The 5 

year follow up result of this trial reported by Engstrom (Engstrom et al., 2007) showed that 

82.2% has no reflux symptoms in the LPF group in comparison to only 34.9% in the LAF group. 

It had similar figures with respect to the patient being able to belch (86.7% in LPF, 88.4% in 

LAF) but had much worse results with ability to vomit (27.3% in LPF, 63.4% in LAF). 

Ludemann
 
( Ludemann et al., 2005), in his 5 year follow up report of an RCT involving 105 

patients, initially conducted by Watson (Watson et al., 1999) concluded that anterior 

fundoplication (180 degree) has a reflux control as good as Nissen fundoplication. Both at the 

end of 5 years had 90% of patients with good reflux control and not on any PPIs.  

Hagedorn (Hagedorn et al., 2003) on the other hand in his RCT involving 96 patients 

comparing 120 degree anterior and Nissen fundoplication reports a worse reflux control with the 

former procedure (34% vs. 73%). Similarly Watson
 
(Watson et al., 2004) in his RCT involving 

112 patients comparing 90 degree anterior with Nissen fundoplication reports a worse reflux 

control with the anterior fundoplication (79% vs. 95%). A single centre prospective trial by Rice 

(Rice et al., 2006) involving 117 patients who underwent 180 degree anterior fundoplication 

revealed that at 5 years (99% of patients were available for follow up) 80% of patients have a full 

reflux control and not needing any PPIs. Furthermore 95% of the patients were highly satisfied 

overall. These results were based on patient questionnaires and not on any manometric or 

endoscopic follow up.  

Very few studies have published long term outcomes for laparoscopic fundoplication. A 

number of authors have shown previously better outcomes with short term follow up which are 

not matched by long term follow up results (Ludemann et al., 2003). Kneist et al. (2003) showed 

in a retrospective study a significant improvement of heartburn with anterior fundoplication after 

44 months of follow up, where as Engstrom (Engstrom et al., 2007) in a RCT comparing anterior 

and posterior fundoplication found that posterior fundoplication yielded better control of reflux 

after 65 months of follow up. In the RCT by Watson (Watson et al., 1999), at 5 years there was a 

higher number of patients with heartburn in the anterior fundoplication group, easily controlled 

with PPIs, however the posterior fundoplication group had a higher number of patients with 

dysphagia, although patients in both groups were more satisfied overall postoperatively 
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(Ludemann et al., 2005). At 10 years both groups of patients had a good results in terms of 

heartburn, but anterior fundoplication group had decreased incidence of dysphagia (Cai et al., 

2008).  A 10 year retrospective study from Fein (2008) involving 120 patients also showed that 

regurgitation persisted in only 15% of the patients in the Nissen group compared to 44% in the 

anterior fundoplication group. 

Finally, surgeons experience has to be taken into account when determining the long term 

outcome of reflux control. A 5 year follow up of a prospective trial comparing open and 

laparoscopic Nissen with anterior fundoplication showed no difference in the control of reflux 

symptoms (Stewart et al., 2004). A 5 year follow up of a prospective study of laparoscopic 

fundoplication involving 2 groups, during the learning curve and thereafter, shows a significant 

improvement in the re-operation rate for persisting reflux from 15% to only 6% (Jamieson, 

2005). Therefore surgeons experience has a significant role to play especially if the trial is 

conducted during the learning curve of the surgeons involved. 

 

 

6. CONCLUSIONS 

 

Based on this meta-analysis, LPF is associated with fewer complications, decreased rate of 

conversion, heartburn and re-operation, and significantly higher overall satisfaction among 

patients. However the LAF was associated with a significantly lower incidence of dysphagia. We 

therefore conclude that LPF is a better alternative to LAF at the expense of a higher dysphagia 

rate. 

 

 

APPENDIX 

 

 

Table 1: Details of all the RCTs 

 
Authors Year/Country No of Patients  Types of Fundoplications Division 

of Short 

Gastrics 

Jadad 

Score 

  LAF LPF    

Watson et al 1999/Australia 54 53 Anterior 180 vs Nissen 360 No 2 

Hagedorn et 

al 

2003/Sweden 47 48 Anterior 120 vs Posterior 

180 

Yes 2 

Watson et al 2004/Australia 60 52 Anterior 90 vs Nissen 360 Yes 2 

Baigrie et al 2005/South 
Africa 

79 84 Anterior 180 vs Nissen 360 No 2 

Spence et al 2006/Australia 39 40 Anterior 90 vs Nissen 360 No 2 
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Table2: Summary of pooled data comparing posterior and anterior fundoplication 
  

Outcome 

Variables 

Patients Pooled OR 

WMD (95% CI) 

Test for overall 

effect 

Test for heterogeneity 

 n  Z p value Q p 

value 

I
2 

index 

Operation time 512 1.5581 (-4.8591; 7.9753) 0.4759 0.6342 33.83 0.0001 91.1% 

Overall 

complications 

298 0.4547 (0.1874; 1.1035) -1.7422 0.0815 1.78 0.411 0% 

Conversion rate 461 0.899 (0.2279; 3.5465) -0.1521 0.8791 2.31 0.5099 0% 

Dysphagia 393 4.8982 (2.4753; 7.3211) 3.9623 < 0.0001 223.94 0.0001 98.7% 

Heartburn 393 0.4145 (0.1785; 0.9625) -2.0488 0.0405 5.71 0.1266 47.5% 

Visick grading 462 1.41 (0.67; 2.95) 0.9095 0.3631 0.23 0.9719 0% 

Satisfaction 461 -0.1848 (-0.6002;0.2305) -0.8723 0.383 1.65.47 0.0001 98.2% 

Redo surgery 461 0.6538  (0.2889; 1.4799 ) -1.0194    0.308 0.36 0.948 0% 
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ABSTRACT 

 

Current methodologies in small area estimation are mostly either parametric or are heavily 

dependent on the assumed linearity of the estimators of the small area means.  We discuss an 

alternative empirical likelihood based Bayesian approach.  This approach neither requires a 

parametric likelihood nor needs to assume any linearity of the estimators.  Moreover, the 

proposed method can handle both discrete and continuous data in a unified manner.  Empirical 

likelihood for both area and unit level models are introduced. Performance of our method is 

illustrated through real datasets.    
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ABSTRACT 

 

Standard methods frequently produce zero estimates of dispersion parameters in the underlying 

linear mixed model. As a consequence, the EBLUP estimate of a small area mean reduces to a 

simple regression estimate. In this paper, we consider a class of generalized maximum residual 

likelihood estimators that covers the well-known profile maximum likelihood and the residual 

maximum likelihood estimators. The general class of estimators has a number of different 

estimators for the dispersion parameters that are strictly positive and enjoy good asymptotic 

properties. In addition, the mean squared error of the corresponding EBLUP estimator is 

asymptotically equivalent to those of the profile maximum likelihood and residual maximum 

likelihood estimators in the higher order asymptotic sense. However, the strictly positive 

generalized maximum likelihood estimators have an advantage over the standard methods in 

estimating the shrinkage parameters and in constructing the parametric bootstrap prediction 

intervals of the small area means. We shall illustrate our methodology using a real survey data. 
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Bayesian Benchmarking with Applications to

Small Area Estimation

G.S. Datta, M. Ghosh, R. Steorts and J. Maples

University of Georgia, University of Florida and US Bureau of the Census

Abstract

It is well-known that small area estimation needs explicit or at least implicit use of

models (cf. Rao, 2003). These model-based estimates can differ widely from the

direct estimates, especially for areas with very low sample sizes. While model-based

small area estimates are very useful, one potential difficulty with such estimates is

that when aggregated, the overall estimate for a larger geographical area may be

quite different from the corresponding direct estimate, the latter being usually be-

lieved to be quite reliable. This is because the original survey was designed to achieve

specified inferential accuracy at this higher level of aggregation. The problem can be

more severe in the event of model failure as often there is no real check for validity

of the assumed model. Moreover, an overall agreement with the direct estimates at

an aggregate level may sometimes be politically necessary to convince the legislators

of the utility of small area estimates.

One way to avoid this problem is the so-called “benchmarking approach” which

amounts to modifying these model-based estimates so that one gets the same aggre-

gate estimate for the larger geographical area. Currently, the most popular approach

is the so-called “raking” or ratio adjustment method which involves multiplying all

the small area estimates by a constant data-dependent factor so that the weighted
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total agrees with the direct estimate. There are alternate proposals, mostly from fre-

quentist considerations, which meet also the aforementioned benchmarking criterion.

We propose in this paper a general class of constrained Bayes estimators which achieve

as well the necessary benchmarking. Many of the frequentist estimators, includ-

ing some of the raked estimators, follow as special cases of our general result. Ex-

plicit Bayes estimators are derived which benchmark the weighted mean or both the

weighted mean and weighted variability. We illustrate our methodology by developing

poverty rates in school-aged children at the state level, and then benchmarking these

estimates to match at the national level. Unlike the existing frequentist benchmarking

literature which is primarily based on linear models, the proposed Bayesian approach

can accomodate any arbitrary model, and the benchmarked Bayes estimators are

based only on the posterior mean and the posterior variance-covariance matrix.

Keywords: Area-level, penalty parameter, two-stage, weighted mean, weighted vari-

ability.
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1 Introduction

Empirical Bayesian (EB) and hierarchical Bayesian (HB) methods are now widely

used for simultaneous inference. The biggest advantage of these methods is their

ability to enhance the precision of individual estimators by “borrowing strength”

from similar other estimators. These methods have been used very successfully in a

wide array of disciplines including sociology, epidemiology, business, economics, po-

litical science and insurance.

One important application of EB and HB methods is in small area estimation. The

topic has become a prime area of research globally in many government statistical

agencies. As an example, in the United States Bureau of the Census, the Small Area

Income and Poverty Estimates (SAIPE) and Small Area Health Insurance Estimates

(SAHIE) research groups are actively engaged in various small area projects. A typ-

ical small area estimation problem involves simultaneous estimation of quantities of

interest for several small geographical areas (for example counties) or several small

domains cross-classified by age, sex, race and other demographic/geographic char-

acteristics. The need for borrowing strength arises in these problems because the

original survey was designed to achieve a specific accuracy at a higher level of ag-

gregation than that of small areas or domains. Due to limited resources, the same

data needs to be used at lower levels of geography, but individual direct estimates are

usually accompanied with large standard errors and coefficients of variation.

It is well-known that small area estimation needs explicit or at least implicit use of

models (cf. Rao, 2003). These model-based estimates can differ widely from the di-

rect estimates, especially for areas with very low sample sizes. One potential difficulty
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with model-based estimates is that when aggregated, the overall estimate for a larger

geographical area may be quite different from the corresponding direct estimate, the

latter being often believed to be quite reliable. This is because the original survey was

designed to achieve specified inferential accuracy at this higher level of aggregation.

As an example, one may mention the SAIPE county estimates of the United States

Bureau of the Census based on the American Community Survey (ACS) data which

are controlled so that the overall weighted estimates agree with the corresponding

state estimates which though model-based, are quite close to the direct estimates.

The problem can be more severe in the event of model failure as often there is no

real check for validity of the assumed model. Pfeffermann and Tiller (2006), in the

context of time series models for small area estimation, noted that benchmarked esti-

mates reflect a sudden change in the direct estimates due to some external shock not

accounted for in the model much faster than the model-based estimates. Moreover,

an overall agreement with the direct estimates at some higher level may sometimes be

politically necessary to convince the legislators of the utility of small area estimates

(Fay and Herriot, 1979).

One way to avoid this problem is the so-called “benchmarking approach” which

amounts to modifying these model-based estimates so that one gets the same ag-

gregate estimate for the larger geographical area. A simple illustration is to modify

the model-based state level estimates so that one matches the national estimates.

Currently the most popular approach is the so-called “raking” or ratio adjustment

method which involves multiplying all the small area estimates by a constant factor

so that the weighted total agrees with the direct estimate. The raking approach is ad-

hoc, although, later in this paper, we have given it a constrained Bayes interpretation.
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We now discuss some of the existing benchmarking literature (mostly frequentist)

for small area estimation. We begin with a simple stratified sampling model with m

strata having population sizes N1, · · · , Nm. You and Rao (2002) required estimates

θ̂i of the stratum means θi such that
∑m

i=1 Niθ̂i equals the direct survey regression

estimator of the overall total. You and Rao (2002, 2003) considered unit-level small

area models with known survey weights attached to the different units. More recently,

Fuller (2007) has considered a procedure which allows sampling of small areas from a

larger pool of small areas and requires a weighted sum of small area predictors equal

a design consistent estimator of the population total.

Pfeffermann and Tiller (2006) considered benchmarking in small area estimation

based on time series data. They took a frequentist approach and used the Kalman fil-

ter for time series to obtain first the model-based estimators of the small area means.

Then they obtained the benchmarked estimators satisfying certain agreement of these

estimators with some direct estimators at a higher level of aggregation. They did not

use any cross-sectional model to borrow strength from other areas. This is an example

of internal benchmarking. Earlier examples of internal benchmarking include those

of Pfeffermann and Barnard (1991), Isaki, Tsay and Fuller (2000) and Wang, Fuller

and Qu (2008).

You et al. (2004) considered benchmarking of HB estimates through ratio adjustment

for area-level models. Nandram et al. (2007) suggested a different benchmarked HB

estimation of small area means based on unit level models. In this exact benchmark-

ing, they proceeded with the conditional distribution of the unobserved units within

a small area given the benchmark constraint on the total of all the units in that area.

A disadvantage to such an approach is that results can differ depending on which
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unit is dropped.

The objective of this paper is to develop a general class of Bayes estimators which

achieves the necessary benchmarking. For definiteness, we will concentrate only on

area-level models. As we will see later, many of the currently proposed benchmarked

estimators including the raked ones belong to the proposed class of Bayes estimators.

In particular, some of the estimators proposed in Pfeffermann and Barnard (1991),

Isaki, Tsay and Fuller (2000), Wang, Fuller and Qu (2008) and You, Rao and Dick

(2004) are members of this class.

The proposed Bayesian approach has been motivated from a decision-theoretic frame-

work, and is similar in spirit to one in Louis (1984) and Ghosh (1992) who considered

constrained Bayes and empirical Bayes estimators with a slightly different objective.

It was pointed out in these papers that the empirical histogram of the posterior means

of a set of parameters of interest is underdispersed as compared to the posterior his-

togram of the same set of parameters. Thus, adjustment of Bayes estimators is needed

in order to meet the twin objective of accuracy and closeness of the histogram of the

estimates with the posterior estimate of the parameter histogram. In contrast, the

present method achieves matching with some aggregate measure such as a national

total. In addition, if necessary, we can also match the empirical variability of the esti-

mates of the parameters of interest with the posterior variability of these parameters,

or even some preassigned number.

The organization of the remaining sections is as follows. In Section 2, we develop the

constrained Bayes estimators requiring only the matching of a weighted average of

small area means with some prespecified estimators. These prespecified estimators
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can be a weighted average of the direct small area estimators, a situation which will

be referred to as internal benchmarking. On the other hand, if the prespecified esti-

mator is obtained from some other source, for example, a different survey, census or

other administrative records, then it becomes an instance of external benchmarking.

We will also point out how the proposed benchmarked estimators arise as the limit

of a general class of Bayes estimators where one needs only partial benchmarking.

The general result is illustrated with several constrained benchmarked estimators of

area-level means based on the usual random effects or the Fay-Herriot (1979) (also

Pfeffermann and Nathan, 1981) model.

In Section 3, we develop benchmarked Bayes estimators which meet the dual objective

of overall matching with the prespecified benchmarks as well as the variability agree-

ment as mentioned earlier. We have also pointed out in this section how some of the

benchmarked estimators proposed in a frequentist framework by earlier authors are

indeed special cases of the proposed Bayesian estimators. Multiparameter extensions

of these results will also be given in this section. Section 4 contains an application

of the proposed method in a real small area problem. Section 5 contains a summary

of the results developed in this paper along with a few suggestions for future research.

2 Benchmarked Bayes Estimators

2.1 Development of the Estimators

Let θ̂1, · · · , θ̂m denote the direct estimators of the m small area means θ1, . . . , θm. We

write θ̂ = (θ̂1, · · · , θ̂m)T and θ = (θ1, · · · , θm)T . Initially, we seek the benchmarked
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Bayes estimator θ̂
BM1

= (θ̂BM1
1 , · · · , θ̂BM1

m )T of θ such that
∑m

i=1 wiθ̂
BM1
i = t, where

either t is prespecified from some other source or t =
∑m

i=1 wiθ̂i. The wi are given

weights attached to the direct estimators θ̂i’s, and without any loss of generality,
∑m

i=1 wi = 1. These weights may depend on θ̂ (which is most often not the case), but

do not depend on θ. For example, one may take wi = Ni/
∑m

j=1 Nj, where the Ni are

the population sizes for the m small areas.

A Bayesian approach to this end is to minimize the posterior expectation of the

weighted squared error loss
∑m

i=1 φiE[(θi − ei)
2|θ̂] with respect to the ei’s satisfying

ēw =
∑m

i=1 wiei = t. These φi may be the same as the wi, but that need not always

be the case. Also, like wi, φi may depend on θ̂, but not on θ. Wang et al. (2008)

considered the same loss, but minimized instead the MSE (which amounts to con-

ditioning on θ), and came up with a solution different from ours. Moreover, they

restricted themselves to linear estimators. One of the advantages of the proposed

Bayesian approach is that adjustment is possible for any general Bayes estimator,

linear or non-linear.

The φi can be regarded as weights for a multiple-objective decision process. That is,

each specific weight is relevant only to the decision-maker for the corresponding small

area, who may not be concerned with the weights related to decision-makers in other

small areas. Combining losses in such situations in a linear fashion is discussed for

example in Berger (1985, p. 279).

We now prove a theorem which provides a solution to our problem. A few nota-

tions are needed before stating the theorem. Let θ̂B
i denote the posterior mean of

θi, i = 1, · · · ,m under a certain prior. The vector of posterior means and the the
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corresponding weighted average are denoted respectively by θ̂
B

= (θ̂B
1 , · · · , θ̂B

m)T and

¯̂
θB

w =
∑m

i=1 wiθ̂
B
i . Also, let r = (r1, · · · , rm)T , where ri = wi/φi, i = 1, · · · ,m, and

s =
∑m

i=1 w2
i /φi. Then we have the following theorem.

Theorem 1. The minimizer θ̂
BM1

of
∑m

i=1 φiE[(ei − θi)
2|θ̂] subject to ēw = t is given

by

θ̂
BM1

= θ̂
B

+ s−1(t −
¯̂
θB

w )r. (1)

Proof. First rewrite
∑m

i=1 φiE[(ei − θi)
2|θ̂] =

∑m

i=1 φiV (θi|θ̂) +
∑m

i=1 φi(ei − θ̂B
i )2.

Now the problem reduces to minimization of
∑m

i=1 φi(ei − θ̂B
i )2 subject to ēw = t. A

Lagrangian multiplier approach provides the solution. But then one needs to show

in addition that the solution provides a minimizer and not a maximizer. Alternately,

we can use the identity

m
∑

i=1

φi(ei − θ̂B
i )2 =

m
∑

i=1

φi{ei − θ̂B
i − s−1(t −

¯̂
θB

w )ri}
2 + s−1(t −

¯̂
θB

w )2. (2)

The solution is now immediate from (2).

Remark 1. The constrained Bayes benchmarked estimators θ̂
BM1

as given in (1) can

also be viewed also as limiting Bayes estimators under the loss

L(θ,e) =
m

∑

i=1

φi(θi − ei)
2 + λ(t − ēw)2, (3)

where e = (e1, · · · , em)T , and λ(> 0) is the penalty parameter. Like the φi, the

penalty parameter λ can differ for different policy makers. The Bayes estimator of θ
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under the above loss (after some algebra) is given by

θ̂
B

λ = θ̂
B

+ (s + λ−1)−1(t −
¯̂
θB

w )r.

Clearly, when λ → ∞, i.e., when one invokes the extreme penalty for not having the

exact equality ēw = t, one gets the estimator given in (1). Otherwise, λ serves as a

trade-off between t and
¯̂
θB

w since

wT θ̂
B

λ =
sλ

sλ + 1
t +

1

sλ + 1
¯̂
θB

w .

Remark 2. The balanced loss of Zellner (1986, 1988, 1994) is not quite the same as

the one in Remark 1, and is given by

L(θ,e) =
m

∑

i=1

φi(θi − ei)
2 + λ

m
∑

i=1

(θ̂i − ei)
2.

This leads to the Bayes estimator θ̂
B

+ λ(λI + φ)−1(θ̂ − θ̂
B
), where I is the identity

matrix and φ = Diag(φ1, · · · , φm) which is a compromise between the Bayes esti-

mator θ̂
B

and the direct estimator θ̂ of θ, and converges to the direct estimator as

λ → ∞ and to the Bayes estimator when λ → 0.

We now provide a generalization of Theorem 1 where one considers multiple instead

of one single constraint. As an example, for the SAIPE county level analysis, one may

need to control the county estimates in each state so that their weighted total agrees

with the corresponding state estimates. One now considers a more general quadratic

loss given by

L(θ,e) = (e − θ)TΩ(e − θ), (4)
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where Ω is a positive definite matrix. The following theorem provides a Bayesian

solution for the minimization of E[L(θ,e)|θ̂] subject to the constraint W T e = t,

where t is a q-component vector, and W is a m × q matrix of rank q(< m).

Theorem 2. The constrained Bayesian solution under the loss (4) is given by

θ̂
MBM

= θ̂
B

+ Ω−1W (W TΩ−1W )−1(t −
¯̂
θB

w), where
¯̂
θB

w = W T θ̂
B
.

Proof. First write

E[(e−θ)TΩ(e−θ)|θ̂] = E[(θ− θ̂
B
)TΩ(θ− θ̂

B
)|θ̂]+(e− θ̂

B
)TΩ(e− θ̂

B
). Hence, the

problem reduces to minimization of (e− θ̂
B
)TΩ(e− θ̂

B
) with respect to e subject to

W T e = t. The result follows from the identity

(e − θ̂
B
)TΩ(e − θ̂

B
) = [(e − θ̂

B
− Ω−1W (W TΩ−1W )−1(t − θ̂

B
)]T

× Ω[(e − θ̂
B
− Ω−1W (W TΩ−1W )−1(t − θ̂

B
)]

+ (t −
¯̂
θB

w)T (W TΩ−1W )−1(t −
¯̂
θB

w).

The choice of the weight matrix Ω usually depends on the experimenter depending on

how much penalty she/he is willing to assignfor a misspecified estimator. In the special

case of a diagonal Ω, Wang et al. (2008) have argued in favor of ωi = [Var(θ̂i)
−1.

2.2 Relationship with some Existing Estimators

We now show how some of the existing benchmarked estimators follow as special cases

of the proposed Bayes estimators. Indeed, the proposed class of Bayes estimators in

this paper includes the some of the raked benchmarked estimators as well as some of

the other benchmarked estimators proposed by several authors.
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Example 1. It is easy to see why the raked Bayes estimators, considered for example

in You and Rao (2004), belong to the general class of estimators proposed in Theorem

1. If one chooses (possibly quite artificially) φi = wi/θ̂
B
i , i = 1, · · · ,m, (θ̂B

i > 0 for

all i = 1, · · · ,m), then r = θ̂
B

and s =
¯̂
θB

w . Consequently, the constrained Bayes

estimator proposed in Theorem 1 simplifies to (t/
¯̂
θB

w )θ̂
B
, which is the raked Bayes

estimator. In particular, one can take t =
¯̂
θw. We may also note that this choice of

the φi’s is different from the one in Wang et al. (2008) who considered φi = wi/θ̂i.

Example 2. The next example considers the usual random effects model as consid-

ered in Fay and Herriot (1979) or Pfeffermann and Nathan (1981). Under this model,

θ̂i|θi
ind
∼ N(θi, Di) and θi

ind
∼ N(xT

i β, σ2
u), the Di(> 0) being known. For the HB ap-

proach, one then uses the the prior π(β, σ2
u) = 1 although other priors are also possible

as long as the posteriors are proper. The HB estimators E(θ|θ̂) cannot be obtained

analytically, but it is possible to find them numerically either through Markov chain

Monte Carlo (MCMC) or through numerical integration. Denoting the HB estima-

tors by θ̂B
i , one can obtain the benchmarked Bayes estimators θ̂BM1

i (i = 1, · · · ,m) by

applying Theorem 1.

Example 3. Wang et al. (2008) considered a slightly varied form of the Fay-Herriot

random effects model, the only change, in our notations, being that the marginal

variance of the θi are now z2
i σ

2
u, where the zi are known. They did not assume

normality, but restricted their attention to the class of linear estimators of θ, and

benchmarked the best linear unbiased predictor (BLUP) of θ when σ2
u is known.

For this example, the benchmarked estimators given in (6) of Wang et al. are also

derivable from Theorem 1. First for known σ2
u, consider the uniform prior for β. Write

Bi = Di/(Di + z2
i σ

2
u), B = Diag(B1, · · · , Bm), Σ = Diag(D1 + z2

1σ
2
u, · · · , Dm + z2

mσ2
u),
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XT = (x1, · · · ,xm), and β̃ = (XTΣ−1X)−1XTΣ−1θ̂, assuming X to be a full

column rank matrix. Then the Bayes estimator of θ is

θ̃
B

= (Im − B)θ̂ + BXβ̃,

which is the same as the BLUP of θ as well. Now identify the r′is in this paper with

the ai of Wang and Fuller (2002) to get (26) in their paper.

Example 3 (continued). As shown in Wang et al. (2008), the Pfeffermann-Barnard

(1991) estimator belongs to their (and accordingly our) general class of estimators

where one chooses φi = wi/Cov(θ̂B
i ,

¯̂
θB, where the covariance is calculated over the

joint distribution of θ̂ and θ, treating β as an unknown but fixed parameter. Then

r contains the elements of Cov(θ̂B
i ,

¯̂
θB) as its components, while s = V (

¯̂
θB

w ).

Instead of the constrained Bayes estimators as given in (1), it is possible to obtain

constrained empirical Bayes (EB) estimators as well when one estimates the prior

parameters from the marginal distribution of θ̂ (after integrating out θ). The resulting

EB estimators are given by

θ̂
EBM1

= θ̂
EB

+ s−1(t −
¯̂
θEB

w )r, (5)

where θ̂
EB

= (θ̂EB
1 , · · · , θ̂EB

m )T is an EB estimator of θ and
¯̂
θEB

w =
∑m

i=1 wiθ̂
EB
i .

Remark 3. In the model as considered in Example 3, for unknown σ2
u, one gets

estimators of β and σ2
u simultaneously from the marginals θ̂i

ind
∼ N(xT

i β, Di + z2
i σ

2
u)

(Fay and Herriot, 1979; Prasad and Rao, 1990; Datta and Lahiri, 2000; Datta, Rao
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and Smith, 2005). Denoting the estimator of σ2
u by σ̂2

u, one estimates Σ by Σ̂ =

Diag(D1 + z2
1 σ̂

2
u, · · · , Dm + z2

mσ̂2
u), β by β̂ = (XT Σ̂

−1
X)−1XT Σ̂

−1
θ̂ and B by B̂ =

DΣ̂
−1

, where D = Diag(D1, · · · , Dm). Denoting the resulting EB estimator of θ by

θ̂
EB

, one gets

θ̂
EB

= (Im − B̂)θ̂ + B̂Xβ̂. (6)

The benchmarked EB estimator is now obtained from (5).

Remark 4. The benchmarked EB estimator as given in (5) includes the one given in

Isaki, Tsay and Fuller (2000), where one takes φi as the reciprocal of the ith diagonal

element of Σ̂ for all i = 1, · · · ,m. Another option is to take φi as the reciprocal

of an estimator of V(θ̂B
i ), the variance being computed once again under the joint

distribution of θ̂ and θ, treating β as an unknown but fixed parameter.

3 Benchmarking with both Mean and Variability

Constraints

There are situations where in addition to benchmarking the first moment, one de-

mands also benchmarking the variability of the Bayes estimators as well. We will

address this issue in the special case when φi = cwi for some c(> 0), i = 1, · · · ,m. In

this case, θ̂BM1
i given in (1) simplifies to θ̂B

i +(t−
¯̂
θB

w ) for all i = 1, · · · ,m. This itself is

not a very desirable estimator since then
∑m

i=1 wi(θ̂
BM1
i − t)2 =

∑m

i=1 wi(θ̂
B
i −

¯̂
θB

w )2. It

can be shown as in Ghosh (1992) that
∑m

i=1 wi(θ̂
B
i −

¯̂
θB

w )2 <
∑m

i=1 wiE[(θi− θ̄w)2|θ̂]. In

other words, the weighted ensemble variability of the estimators θ̂BM1
i is an underesti-

mate of the posterior expectation of the corresponding weighted ensemble variability
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of the population parameters. To address this issue, or from other considerations,

we will consider estimators θ̂BM2
i , i = 1, . . . ,m which satisfy two constraints, namely,

(i)
∑m

i=1 wiθ̂
BM2
i = t and (ii)

∑m

i=1 wi(θ̂
BM2
i − t)2 = H, where H is a preassigned

number taken from some other source, for example from census data, or it could be
∑m

i=1 wiE[(θi − θ̄w)2|θ̂] more in the spirit of Louis (1984) and Ghosh (1992). Subject

to these two constraints, one minimizes
∑m

i=1 wiE[(θi−ei)
2|θ̂]. The following theorem

provides the resulting estimator.

Theorem 3. Subject to (i) and (ii), the benchmarked Bayes estimators of θi (i =

1, · · · ,m) are given by

θ̂BM2
i = t + aCB(θ̂B

i −
¯̂
θB

w ), (7)

where a2
CB = H/

∑m

i=1 wi(θ̂
B
i −

¯̂
θB

w )2. Note that aCB ≥ 1 when H =
∑m

i=1 wiE[(θi −

θ̄w)2|θ̂] .

Proof. As in Theorem 1, the problem reduces to minimization of
∑m

i=1 wi(ei − θ̂B
i )2.

We will write

m
∑

i=1

wi(ei − θ̂B
i )2 =

m
∑

i=1

wi[(ei − ēw) − (θ̂B
i −

¯̂
θB

w )]2 + (ēw −
¯̂
θB

w )2. (8)

Now define two discrete random variables Z1 and Z2 such that

P (Z1 = ei − ēw, Z2 = θ̂B
i −

¯̂
θB

w ) = wi,

i = 1, · · · ,m. Hence,

m
∑

i=1

wi[(ei − ēw) − (θ̂B
i −

¯̂
θB

w )]2 = V (Z1) + V (Z2) − 2Cov(Z1, Z2)
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which is minimized when the correlation between Z1 and Z2 equals 1, i.e.

ei − ēw = a(θ̂B
i −

¯̂
θB

w ) + b, (9)

i = 1, · · · ,m with a > 0. Multiplying both sides of (9) by wi and summing over

i = 1, · · · ,m, one gets b = 0. Next squaring both sides of (9), then multiplying both

sides by wi and summing over i = 1, · · · ,m, one gets H = a2
∑m

i=1 wi(θ̂
B
i −

¯̂
θB

w )2 due

to condition (ii). Finally, by condition (i), the result follows from (9).

Remark 5. As in the case of Theorem 1, it is possible to work with arbitrary φi rather

than φi = wi for all i = 1, · · · ,m. But then one does not get a closed form mini-

mizer, although it can be shown that such a minimizer exists. We can also provide

an algorithm for finding this minimizer numerically.

The multiparameter extension of the above result proceeds as follows. Suppose now

θ̂1, · · · , θ̂m are the q-component direct estimators of the small area means θ1, · · · ,θm.

We generalize the constraints (i) and (ii) as (iM) ēw =
∑m

i=1 wiei = t for some speci-

fied t and (iiM)
∑m

i=1 wi(ei− ēw)(ei− ēw)T = H , where H is a positive definite (pos-

sibly data dependent matrix), and is often taken as
∑m

i=1 wiE[(θi − θ̄w)(θi − θ̄w)T |θ̂].

The second condition is equivalent to cT{
∑m

i=1 wi(ei − ēw)(ei − ēw)T}c = cT Hc for

every c = (c1, · · · , cq)
T 6= 0 which simplifies to

∑m

i=1 wi{c
T (ei − ēw)}2 = cT Hc.

An argument similar as before now leads to cT θ̂
BM2

i = cT ¯̂
θw + aCBcT (θ̂

B

i −
¯̂
θB

w)

for every c 6= 0, where θ̂
B

i is the posterior mean of θi,
¯̂
θB

w =
∑m

i=1 wiθ̂
B

i , and

a2
CB = cT Hc/

∑m

i=1 wi{c
T (θ̂

B

i −
¯̂
θB

w)}2. The coordinatewise benchmarked Bayes es-

timators are now obtained by putting c = (1, 0, · · · , 0)T , · · · , (0, 0, · · · , 1)T in succes-

sion.
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The proposed approach can be extended also to a two-stage benchmarking somewhat

similar to what is considered by Pfeffermann and Tiller (2006). To cite an example,

consider the SAIPE scenario where we want to estimate the number of poor school

children in different counties within a state, as well as those numbers within the

different school districts in all these counties. Let θ̂i denote the Current Population

Survey (CPS) estimate of θi, the true number of poor school children for the ith county

and θ̂B
i the corresponding Bayes estimate, namely the posterior mean. Subject to the

constraints ēw =
∑m

i=1 wiei =
∑m

i=1 wiθ̂i =
¯̂
θw, and

∑m

i=1 wi(ei − ēw)2 = H, the

benchmarked Bayes estimate for θi in the ith county is θ̂BM2
i as given in (7). Next,

suppose that ξ̂ij is the CPS estimator of ξij, the true number of poor school children

for the jth school district in the ith county and ηij is the weight attached to the

direct CPS estimator of ξij, j = 1, . . . , ni. We seek estimators eij of ξij such that (i)

ēiη =
∑ni

j=1 ηijeij =
¯̂
ξ

BENCH

iη , the benchmarked estimator of ξ̄iη =
∑ni

j=1 ηijξij, and

(ii)
∑ni

j=1 ηij(eij − ēiη)
2 = H∗

i for some preassigned H∗

i , where again H∗

i can be taken

as
∑ni

j=1 ηijE[(ξij − ξ̄iη)
2|ξ̂i], ξ̂i being the vector with elements ξij. A benchmarked

estimator similar to (7) can now be found for the ξij as well.

4 An Illustrative Example

The motivation behind this example is primarily to illustrate how the proposed

Bayesian approach can be used for real life data. The Small Area Income and Poverty

Estimates (SAIPE) program at the U.S. Bureau of the Census produces model-based

estimates of the number of poor school-aged children (5-17 years old) at the national,

state, county and school district levels. the school district estimates are used by the

Department of Education to ased state estimates were benchmarkedllocate funds un-
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der the No Child Left Behind Act of 2001. In the SAIPE program, the model-based

state estimates were benchmarked using ratio adjustments to the national design-

based estimate of the number of poor school aged children from the Annual Social

and Economic Supplement (ASEC) of the CPS up through 2004, while ACS esti-

mates are used from 2005 onwards. Additionally, the model-based county estimates

are benchmarked to the model-based state estimates in a hierarchical fashion, once

again using ratio adjustments. In this section we will consider the implications of

different benchmarking methods, using different weights on the state level estimates

applying Theorems 1 and 3.

In the SAIPE program, the state model for poverty rates in school-aged children

follows the basic Fay-Herriot framework (see e.g. Bell, 1999):

θ̂i = θi + ei (10)

θi = xT
i β + ui (11)

where θi is the true state level poverty rate, θ̂i is the direct survey estimate (from

CPS ASEC), ei is the sampling error term with assumed known variance Di, xi are

the predictors, β is the vector of regression coefficients and ui is the model error with

constant variance σ2
u. The explanatory variables in the model are: IRS income tax

based pseudo-estimate of the child poverty rate, IRS non-filer rate and the residual

term from the regression of the 1990 Census estimated child poverty rate. The pa-

rameters (β, θi, σ
2
u) are estimated using numerical integration for Bayesian inference

(Bell, 1999).

The state estimates were benchmarked to the CPS direct estimate of the national
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school-aged child poverty rate until 2004. The weights, wi, to calibrate the state’s

poverty rates to the national poverty rate, are proportional to the population es-

timates of the number of school-aged children in each state. Three different sets

of risk function weights, φi, will be used to benchmark the estimated state poverty

rates based on Theorem 1. The first set of weights will be the weights used in the

benchmarking, i.e. φi = wi. The second set of weights creates the ratio adjusted

benchmarked estimators, φi = wi/θ̂
B
i (Example 1). The third set of weights uses the

results from Pfeffermann and Barnard (1991) where φi = wi/Cov(θ̂B
i ,

¯̂
θB

w ) (Example

3). Let the set of benchmarked estimates be denoted as θ̂
(1)

, θ̂
(r)

and θ̂
(PB)

respec-

tively. Finally, we will benchmark the state poverty estimates using the results from

Theorem 3 and denote the estimator as θ̂
(2)

.

To compute
∑

i wiE[(θi − θ̄w)2|θ̂], two methods are given. The first method uses the

first two posterior moments of θ.

H =
∑

i

wiE[(θi − θ̄w)2|θ̂]

= E
[

θT (W − wwT )θ|θ̂
]

= trace
[

(W − wwT )(Var(θ|θ̂) + E(θ|θ̂)E(θ|θ̂)T )
]

, (12)

where W = diag(w1, . . . , wm) and w = (w1, . . . , wm)T . The second method is to

compute the posterior mean of
∑

i wi(θi − θ̄w)2 from the MCMC output of the Gibbs

sampler. While both give equivalent values to benchmark the variability, the second

method may be more practical as the number of small areas becomes large because

it does not require manipulating an m × m matrix.
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Table 1: Benchmarking Statistics for ASEC CPS

year t
¯̂
θB

w aCB

1995 18.7 17.9 1.09
1997 18.4 17.8 1.07
1998 17.5 16.8 1.14
1999 15.9 14.9 1.14
2000 14.6 15.4 1.11
2001 14.8 15.3 1.10

For benchmarking, as given by Theorems 1 and 3, the key summary quantities are

t =
∑

i wiθ̂i,
¯̂
θB

w =
∑

i wiθ̂
B
i and aCB. As noted earlier in Theorem 3, with the choice

of H as given in (12), aCB ≥ 1. Six years of historical data from the CPS and the

SAIPE program are analyzed and benchmarked using the four criteria mentioned

above. Table 1 gives the key quantities for these six years. The hierarchical Bayes

estimates for the years 1995-1999 underestimate the benchmarked poverty rate and

overestimate the poverty rate in 2000 and 2001. Even if the estimate
¯̂
θB

w is close to the

benchmarked value t, there is still a strong desire to have exact agreement between

the quantities when producing official statistics.

Figure 1 shows the differences of the various benchmarked estimates from the hierar-

chical Bayes estimate, θ̂B
i , made for the year 1999 when the overall poverty level had

to be raised to agree with the national direct estimate. Figure 2 shows the differences

for year 2000 when the overall poverty level had to be lowered to obtain agreement.

The differences of the benchmarked estimators θ̂
(1)

, θ̂
(r)

and θ̂
(2)

from the HB esti-

mator all fall on straight lines that pass through the same point (
¯̂
θB

w , t). In fact, these

benchmarked estimators can be written in the form:

θ̂BM
i = t + α(θ̂B

i −
¯̂
θB

w )
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Figure 1: Change due to Benchmarking: 1999
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1
r
*
3

Thm 1
Thm 1 (ratio)
Thm 1 (PB)
Thm 3

where α = 1 for θ̂
(1)

, α = t/
¯̂
θB

w for θ̂
(r)

and α = aCB for θ̂
(2)

. The slopes of the lines

in Figures 1 and 2 for differences in the benchmarked estimates from θ̂i are α − 1.

The slopes for θ̂
(1)
i and θ̂

(r)
i depend on whether the benchmarked total t is larger

or smaller than the model-based estimate
¯̂
θB

w . However, since aCB ≥ 1, the slope

for the difference θ̂
(2)
i − θ̂B

i will always be non-negative. The Pfeffermann-Barnard

benchmarked estimator does not follow this form. However, it does show a trend in

a similar direction as the benchmarked estimator θ̂
(r)
i based on ratio adjustment.
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Figure 2: Change due to Benchmarking: 2000
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5 Summary and Conclusion

The paper develops some general Bayesian benchmarked estimators with either a

single or multiple benchmarking constraints. Much of the previous benchmarking lit-

erature is devoted to a single benchmarked constraint and also are restricted to linear

models. The proposed Bayesian approach does not require either one of the two,

and has a much wider applicability than what is known so far. In addition, unlike

the existing benchmarking literature which deals almost exclusively to benchmarking

the total or the weighted total, the present work allows benchmarking either with

respect to some weighted total or with respect to both weighted total and weighted

variability. Moreover, the proposed benchmarked Bayes estimators include as special

cases many benchmarked estimators proposed earlier. This includes not only the

raked estimators, but also other benchmarked estimators proposed by Pfeffermann

and Barnard (1991), Isaki, Tsay and Fuller (2000), and Wang et al. (2008) among

others. Further work needs evaluation of the benchmarked EB estimators, in partic-

ular, development of mean squared errors of EB benchmarked estimators as well as

the associated confidence intervals.

The example is primarily intended to illustrate the proposed methodology. However,

its analysis demonstrates some features of practical interest. In particular, the fig-

ures given in Table 1 show that at the turn of the century, there is a reverse trend

in the weighted aggregate of the model-based state level estimates of the number of

poor school-aged (5-17 years old) than what was evidenced in the years 1995 and

1997-1999. Specifically, in the years 2000 and 2001, this weighted aggregate exceeded

the national total, while opposite was the case prior to the year 2000. While not too

much conclusion should be drawn out of this, there is a mild suggestion that this
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particular feature is possibly due to change in the method of estimation starting from

2000.

Acknowledgments

We thank Don Luery for a comment which led to the general loss as considered

in Theorem 1. The paper has also benefitted from the comments of William R. Bell

and Donald J. Malec. Most of this work was completed when Ghosh was visiting the

United States Bureau of the Census as an ASA/NSF/Census Senior Research Fellow.

His research was also partially supported by a NSF Grant SES-0631426 and an NSA

Grant MSPF-07G-097. Datta’s research was partially supported by an NSA Grant

MSPF-07G-082. The views expressed in this paper are due to the authors and do not

reflect in any way those of the United States Bureau of the Census.

References

1. Bell, W.R. (1999). Accounting for uncertainty about variances in small area

estimation. Bulletin of the International Statistical Institute, 52nd Session,

Helsinki.

2. Berger, J.O. (1985). Statistical Decision Theory and Bayesian Analysis, 2nd

Edition. Springer-Verlag, New York.

3. Datta, G.S. and Lahiri, P. (2000). A unified measure of uncertainty of estimated

best linear unbiased predictors in small area estimation problems. Statistica

Sinica, 10, 613-627.

182



4. Datta, G.S., Rao, J.N.K. and Smith, D.D. (2005). On measuring the variability

of small area estimators under a basic area level model. Biometrika, 92, 183-

196.

5. Fay, R.E. and Herriot, R.A. (1979). Estimates of income from small places: an

application of James-Stein procedures to census data. Journal of the American

Statistical Association, 74, 269-277.

6. Fuller, W.A. (2007). Small area prediction subject to a restriction. Preprint.

7. Ghosh, M. (1992). Constrained Bayes estimation with applications. Journal of

the American Statistical Association, 87, 533-540.

8. Isaki, C.T., Tsay, J.H. and Fuller, W.A. (2000). Estimation of census adjust-

ment factors. Survey Methodology, 26, 31-42.

9. Louis, T.A. (1984). Estimating a population of parameter values using Bayes

and empirical Bayes methods. Journal of the American Statistical Association,

79, 393-398.

10. Pfeffermann, D. and Barnard, C.H. (1991). Some new estimators for small

area means with application to the assessment of farmland values. Journal of

Business and Economic Statistics, 9, 31-42.

11. Pfeffermann, D. and Nathan, G. (1981). Regression analysis of data from a

cluster sample. Journal of the American Statistical Association, 76, 681-689.

12. Pfeffermann, D. and Tiller, R. (2006). Small-area estimation with state-space

models subject to benchmark constraints. Journal of the American Statistical

Association, 101, 1387-1397.

183



13. Prasad, N.G.N. and Rao, J.N.K. (1990). The estimation of the mean squared

error of small-area estimators. Journal of the American Statistical Association,

85, 163-171.

14. Nandram, B., Toto, Ma. C.S. and Choi, J.W. (2007). A Bayesian benchmarking

for small areas. Preprint.

15. Rao, J.N.K. (2003). Small Area Estimation. Wiley, New York.

16. Wang, J. and Fuller, W.A. (2002). Small area estimation under a restriction.

Proceedings of the Section on Survey Research methods of the American Statis-

tical Association, 3627-3630.

17. You, Y. and Rao, J.N.K. (2002). A pseudo-empirical best linear unbiased pre-

diction approach to small area estimation using survey weights. The Canadian

Journal of Statistics, 30, 431-439.

18. You, Y. and Rao, J.N.K. (2003). Pseudo hierarchical Bayes small area esti-

mation combining unit level models and survey weights. Journal of Statistical

Planning and Inference, 111, 197-208.

19. You, Y., Rao, J.N.K. and Dick, P. (2004). Benchmarking hierarchical Bayes

small area estimators in the Canadian census undercoverage estimation. Statis-

tics in Transition, 6, 631-640.

20. Zellner, A. (1986). Further results on Bayesian minimum expected loss (MELO)

estimates and posterior distributions for structural coefficients. In Advances in

Econometrics. Ed. D.J. Slottje. JAI Press Inc., pp, 171-182.

21. Zellner, A. (1988). Bayesian analysis in econometrics. Journal of Econometrics,

37, 27-50.

184



22. Zellner, A. (1994). Bayesian and non-Bayesian estimation using balanced loss

functions. In Statistical Decision Theory and Related Topics V. Eds. S.S. Gupta

and J.O. Berger. Springer-Verlag, New York, pp. 377-390.

185



 

 

Small Area Estimation, Some New Developments and Applications 
 

Danny Pfeffermann 

Southampton Statistical Sciences Research Institute, University of Southampton, SO17 1BJ UK 

Department of Statistics, Hebrew University of Jerusalem, 91905, Israel 
 

msdanny@soton.ac.il 
 

Abstract 
 
The purpose of this paper is to provide a critical review of some of the new important developments in small 
area estimation (SAE) methods that I am aware of. Rao (2003) published a very comprehensive book on SAE 
that covers all the main developments in this topic until that time and so the focus of this review is on new 
developments in the last 7 years. The review covers both design-based and model-dependent methods with 
emphasis on point prediction of the target area quantities, and mean square error assessments. The style of the 
paper is similar to the style of my previous review published in 2002, explaining the new problems investigated 
and describing the proposed solutions, but without dwelling on theoretical details, which can be found in the 
original articles. For further clarity and to make this paper more self contained, I also repeat shortly some of the 
‘old’ developments. I am hoping that this paper will be useful both to researchers who like to learn more on the 
research carried out in SAE and to practitioners who might be interested in the application of the new methods.  
 
 
Key words: Benchmarking, Calibration, Errors in variables, GREG, M-quantiles, Ordered means, Outliers,  
                     P-spline. 

                                                  186

Proceedings of the Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X), Volume I,

_______________________________________________________________________________________The Islamic Countries Society of Statistical Sciences, Lahore: Pakistan, (2010): 186–204.



 

 

1. Preface 
 
     In 2002 I published a review paper in the International Statistical Review with a similar title. At that year 
small area estimation (SAE) was flourishing, both in terms of research and applications, but my own feeling in 
those days was that the topic has been more or less exhausted in terms of research and that it will just turn into a 
routine application as part of sample survey practice. As the past 7 years show, I was completely wrong and not 
only that research in this area is accelerating, it now involves some of the best known statisticians, who 
otherwise are not involved in survey sampling theory or applications. The diversity of new problems 
investigated is overwhelming, and the solutions proposed are not only elegant and employ sophisticated 
statistical techniques, but are also very practical.  
 
     Rao (2003) published a very comprehensive book on SAE that covers all the main developments in this topic 
until that time. As in other areas of science, new developments in SAE are published in all kinds of journals, and 
some developments have not been published yet. Since SAE is so broadly applied, I thought that the time is ripe 
for a new critical review paper that focuses on some of the main developments in the last 7 years or so that I am 
aware of. The style of the paper is similar to the style of my previous review, explaining the new problems 
investigated and describing the proposed solutions, but without dwelling on theoretical details, which can be 
found in the original articles. For further clarity and to make this paper self contained, I also repeat shortly some 
of the ‘old’ developments. I am hoping that this paper will be useful both to researchers who like to learn more 
on research carried out in SAE and to practitioners who might be interested in the application of the new 
methods.  

 
2. Some background 

     The problem of SAE is how to produce reliable estimates of characteristics of interest such as means, counts, 
quantiles, etc., for small areas or domains for which only small samples or no samples are available. The latter 
case of no samples clearly requires the use of statistical models that define how to borrow information from 
neighboring areas or over time. As I shall explain later, no design-based (randomization) theory exists for the 
prediction of small area quantities in areas with no samples. Although the point estimators or predictors are 
usually of first priority, a related problem is how to assess the estimation error. 
 
     The use of the term ‘SAE’ is a bit confusing, since it is the size of the sample in the area that creates the 
problem and not the size of the area. Also, the term ‘areas’ does not necessarily refer to geographical zones and 
may define another grouping, such as socio-demographic groups or types of industry, in which case it is often 
referred to as small domain estimation. Closely related terms in common use are ‘poverty mapping’ or ‘disease 
mapping’, which amount to SAE of poverty measures or disease incidence and then presenting the results on a 
map, with different colors defining different levels of the estimators. What is common to all small area 
estimation problems is that estimators and estimators of errors such as mean square error are required for every 
area separately, and not just as an average over all the areas under consideration.  
      
     The great importance of SAE stems from the fact that many new policies such as fund allocation for needed 
areas, new educational or health programmes and environmental planning rely heavily on these estimates.  
Interest in SAE methods has further enhanced in recent years due to the reliance of modern censuses in many 
countries on administrative records. SAE is used to test and correct the administrative data for under-coverage 
or over-coverage, and also to supplement information not contained in these records.  
 
     SAE methods can be divided broadly into ‘design-based’ methods and ‘model- based’ methods. The latter 
methods use either the frequentist approach or a full Bayesian methodology, and in some cases combine the two, 
which is known in the SAE literature as ‘empirical Bayes’. Design-based methods often use a model for the 
construction of the estimators (known as ‘model assisted’), but the bias, variance and other properties of the 
estimators are evaluated under the randomization (design-based) distribution. The randomization distribution is 
over all the samples possibly selected from the target population of interest under the sampling design used to 
select the sample, with the population values considered as fixed values. Model-based methods on the other 
hand generally condition on the selected sample and the inference is with respect to the underlying model.  
      
     The common feature to design-based and model-based SAE is the use of covariate (auxiliary) information as 
obtained from surveys or administrative records such as censuses or registers. Some estimators only require 
knowledge of the covariates for the sampled units and the true area means of these covariates. Other estimators 
require knowledge of the covariates for every unit in the population. Covariates that are only observed for the 
sample cannot be used for SAE. The use of auxiliary information for SAE is vital because with the small sample 
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sizes often encountered in practice, even the most sophisticated model can be of little use if it does not involve a 
set of covariates that provide good predictors of the small area quantities of interest. 
  

3. Notation 

     Consider a population U  of size N , divided into M exclusive and exhaustive areas 1 ... MU U∪ ∪  with  iN  

units in area i , , 1,...,i M= , 
1

M
ii

N N
=

=∑ . We assume the availability of samples for m  out of the M  areas, 

m M≤ . Let 1 ... ms s s= ∪ ∪  define  the sample, where is  of size in  defines the sample observed for area i , 

1

m
ii

n n
=

=∑ . Notice  that in  is random, unless a separate sample of fixed sample size is taken in that area. Let 

y  define the characteristic of interest and denote by ijy  the outcome value for unit j belonging to area i , 

1,..., ; 1... ii M j N= = , with sample means 
1

/in
i ij ij

y y n
=

= ∑ . When information is available for p  covariates, 

we denote by 1x ( ,..., )ij ij pijx x ′=  the covariates associated with unit ( , )i j  and by 
1

x x /in
i ij ij

n
=

= ∑  the sample 

means. The corresponding true are means are 
1
x /iN

i ij ij
X N

=
= ∑ . Let iθ  define the quantity of interest. For 

example, 
1

/iN
i i ij ij

Y y Nθ
=

= = ∑ , the true area mean. The common case of estimating a proportion is a special 

case where ijy  is binary. In other applications iθ  may represent a count or a quantile (or a set of quantiles).  
 

4. Design-based methods 

4.1 Design-based estimators in common use 

     For a recent comprehensive review of design-based methods in SAE the reader is referred to Lehtonen and 
Veijanen (2009). Here we only overview some of the basic ideas. Suppose that the sample is selected by simple 
random sampling without replacement (SRSWOR) and that the target quantities of interest are the area means, 

iY . Estimation of a mean contains as special cases the estimation of a proportion, in which case ijy  is binary, 

and the estimation of the distribution ( ) /
i

i ij ij U
F t v N

∈
= ∑ , in which case ( )ij ijv I y t= ≤ . Estimators of the 

percentiles of the distribution are usually obtained from the estimated distribution.  
      
     If no covariates are available, the direct design unbiased estimator and its conditional design variance over 
the randomization distribution are given by, 
                                                   

1
/in

i ij ij
y y n

=
= ∑   ;  2[ | ] ( / )[1 ( / )]D i i i i i iV y n S n n N= − ,                                  (4.1) 

 where 2 ( ) ( 1)iN 2
i ij i ij=1

S = y -Y / N -∑ . The term ‘direct’ is often used to signify an estimator that only uses the 

data for the relevant area corresponding to the specific time of interest. The variance [ | ]D i iV y n  is (1/ )iO n  and 
for small in  the variance will be large, unless 2

iS  is sufficiently small.  
 
     Next suppose that covariates x ij  are also observed with 1 1ijx ≡ . An estimator in common use that utilizes the 
covariates is the synthetic Regression estimator, 

                                                                       , 1

1ˆ ˆ ˆ( )iNsyn
reg i i ijj

i

Y X B x B
N =

′ ′= = ∑ ,                                                      (4.2)  

where 
1

1 1 1 1
ˆ [ ]i im n m n

ij ij ij iji j i j
B x x x y

−

= = = =
′= ∑ ∑ ∑ ∑  is the ordinary least square (OLS) estimator. In the special case of 

a single covariate and ‘zero intercepts’, ,
ˆ syn
reg iY  is often replaced by the synthetic Ratio estimator ,

ˆ /syn
ratio i iY X y x= , 

where ,y x  are the sample means of y  and x . Notice that B̂  is approximately design-unbiased for the vector 
B  of regression coefficients computed from all the population values, irrespective of whether a linear 
relationship between y  and x  exists in the population. The term “synthetic” refers to the fact that an 

(approximately) design-unbiased estimator computed from all the areas ( B̂  in the present case) is used for each 
area separately, assuming that the areas are ‘homogeneous’ with respect to the quantity that is estimated (similar 
vectors of coefficients in the various areas in the present case). Thus, synthetic estimators borrow information 
from other ‘similar areas’ and they are therefore indirect estimators.  
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     The obvious advantage of the estimator ,
ˆ syn
reg iY  over the simple sample mean or any other direct estimator such 

as the regression estimator ,
ˆ ˆ( )reg i i i i iY y X x B′= + − , where ˆ

iB  is computed only from the data observed for area 

i , is that ,
ˆ( ) (1/ )syn

D reg iVar Y O n= , and 
1

m
ii

n n
=

= ∑  is usually very large. The use of the synthetic estimator is 
motivated (assisted) by a linear regression model of  y  on x  in the population with a common vector of 

coefficients. However, assuming that x 1ij ≡ , ,
ˆ( ) ( - )syn

D reg i i i iE Y Y X B B′− ≅ − , where iB  is the OLS computed from 
all the population values in area i  (follows from the fact that the sum of the OLS residuals is zero). Thus, if in 
fact different regression coefficients iB  operate in different areas, the bias can be large. The bias could be 
removed by estimating instead a different vector for every area, but then the variance will be (1/ )iO n . When 

the sample is selected with unequal probabilities, the OLS estimator B̂  in (4.2) is commonly replaced by the 

probability weighted estimator 
1

1 1 1 1
ˆ [ ]i im n m n

pw ij ij ij ij ij iji j i j
B w x x w x y

−

= = = =
′= ∑ ∑ ∑ ∑ , where 1/ Pr[( , ) ]ijw i j s= ∈  are 

the (base) sampling weights. Calibration of the sampling weights is considered below.  
      
     In order to deal with the possible large bias of the synthetic estimator, it is common to estimate the bias and 
then subtract it from the synthetic estimator. The resulting generalized regression estimator (GREG) takes the 
form, 

                               , ,1 1

1 1ˆ ˆ ˆˆ ˆ ˆ( ) ( ) ( )i iN nGREG
i ij pw ij ij ij pw i H T i i H T pwj j

i i

Y x B w y x B Y X X B
N N − −= =

′ ′ ′= + − = + −∑ ∑ ,              (4.3) 

where , ,
ˆ ˆ( , )i H T i H TY X− −  are the Horvitz-Thomson estimators of ( , )i iY X . The variance of (4.3) is generally 

reduced by multiplying the bias correction by 
1

ˆ/ / in
i i i ijj

N N N w
=

= ∑ . The GREG is almost design-unbiased and 

performs well when the covariates have good predictive power, but the variance is back to order (1/ )iO n .  
      
     A compromise between the possibly large bias of the synthetic estimator and the possibly large variance of 
the GREG is achieved by use of a linear combination of the two. The resulting combined (composite) estimator 
is defined as, 
                                                                               ,

ˆ ˆ ˆ(1 )COM GREG syn
i i i i reg iY Y Yδ δ= + − ,                                            (4.4)   

where 0 1iδ≤ ≤ . Ideally, the coefficient iδ  should be determined such that it minimizes the mean square error 

(MSE) of ˆ COM
iY , but assessing the bias of the synthetic estimator for any given area is formidable.  As such, it is 

common to let iδ  depend on the achieved sample size, in , in the area such that the larger in , the larger is iδ . 
See Drew et. al (1982), Särndal and Hidiroglou (1989) and Rao (2003).   
             
4.2 New developments in design-based small area estimation 

     One family of estimators is obtained by calibrating the base sampling weights 1/ Pr[( , ) ]ijw i j s= ∈ . Suppose 
that the population can be divided into C calibration groups, (1) ( )... CU U U= ∪ ∪  with known totals cxt  of 
auxiliary variables x  in the groups, such that each area iU  belongs to one of the calibration groups. Let 

(1) ( )... Cs s s= ∪ ∪  define the corresponding partitioning of the sample. In a special case 1C =  and (1)U U= . 

The calibrated estimator of the area mean iY  is defined as,  

1
ˆ /incal c
i ij ij ij

Y w y N
=

= ∑  s.t.  
( )

xx
c

c
ij ij cj s

w t
∈

=∑ .                                     (4.5) 

The calibration weights { }c
ijw  are chosen in such a way that they minimize an appropriate distance from the base 

weights { }ijw , subject to satisfying the constraints 
( )

xx
c

c
ij ij cj s

w t
∈

=∑ . For example, when using the distance 

( )

2 2( ) /
c

c
ij ij ijj s

w w wχ
∈

= −∑  and assuming 1 1ijx ≡ , the resulting calibrated estimator has the form,  

                                                                    , , ,
ˆ ˆ ˆ ˆ( )cal
i i H T c c H T c pwY Y X X B− − ′= + − ,                                                 (4.6)  

where ,
ˆ
i H TY −  is the H-T estimator in area i , x /c c cX t N=  is the vector of true means of the auxiliary variables 

in the group ( )cU , ,
ˆ

c H TX −  is the corresponding  H-T estimator and ,
ˆ

c pwB  is the probability weighted estimator of 
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the regression coefficients in the group. Comparing with (4.3), ˆ cal
iY  is the GREG estimator with the synthetic 

estimator ,
ˆ

c c pwX B′  computed in the group cU . When c iU U=  (the calibration group is the domain), ˆ cal
iY  is the 

direct GREG in the domain. 
  
     The use of calibration weights was first introduced by Deville and särndal (1992) and it is now in broad use 
in sample survey practice (not only for SAE). See Kott (2009) for a recent comprehensive review and 
discussion. The basic idea behind the use of calibrated estimators in SAE is that if y  is approximately a linear 
combination of x  in all the domains belonging to cU , then i i cY X B′≅  for domain i  in cU  and since 

( )
xx

c

c
ij ij cj s

w t
∈

=∑ ,  
1

ˆ /incal c
i ij ij ij

Y w y N
=

= ∑  will be a good estimator of iY . Indeed, the advantage of the use of 

(4.6) over (4.3) is that it is assisted by a model that only assumes common regression coefficients within the 
groups cU  and not for all the domains, as implicitly assumed by the use of (4.3). The estimator (4.6) is 

approximately design-unbiased irrespective of any model, but ˆ( | )cal
D i iVar Y n  (1/ )iO n= , which may still be 

large. Notice also that in general, ,
ˆ ˆ( ) ( )c pw pwVar B Var B< . 

     
     Another way of calibration is by use of instrumental variables (Estevao and Särndal, 2004). Denote the 
vector of instrumental values for unit ( , )i j  by h ij . The calibration weights are defined as,  

                                                 (1 )ins
ij ij c ijw w g h′= +  ; 

( )

1
x x,H-T ,

ˆ( ) [ h x ]
c

c c c ij ij iji j S
g t t w −

∈
′ ′ ′= − ∑ ,                            (4.7)   

where x,H-Tĉt  is the H-T estimator of xct . Notice that the instrumental values need only be known for the units in 

( )cs . The calibrated estimator of iY  is now 
1

ˆ /incal ins
i ij ij ij

Y w y N
=

= ∑ . As easily checked,  x1
xin ins

ij ij cj
w t

=
=∑ , thus 

satisfying the same calibration constraints on the auxiliary variables as before. The instruments may include 
some or all of the variables in x . Estevao and Särndal (2004) study optimal choice of the instruments, which 
requires knowledge of the joint selection probabilities Pr( , )i j S∈ . 
      
     The synthetic estimator (4.2), the GREG (4.3) and the various calibration-based estimators considered above 
are all assisted by models that assume a linear relationship between y  and x . These estimators only require 
knowledge of the covariates for the sampled units and the area (group) totals of these covariates. Lehtonen et al. 
(2003, 2005) consider the use of generalized linear models (GLM) and even generalized linear mixed models 
(GLMM) as the assisting models. Suppose that ( ) (x ; )M ij ijE y f ψ≅  for some nonlinear function ( )f ⋅  with an 
unknown vector parameter ψ . A simple important example is where (x ; )ijf ψ is the logistic function. 
Estimating ψ  by the pseudo-likelihood approach, which consists of estimating the likelihood equations by the 
corresponding H-T estimator, (or alternatively weighting each sample observation by its base sampling weight), 
and then maximizing the resulting estimated equations yields the estimator ˆ plψ  and the predicted values 

ˆˆ{ (x ; )}ij ij ply f ψ= . The synthetic and GREG estimators are now defined as, 

    , 1

1ˆ (x ; )iNsyn
GLM i ij plj

i

Y f
N

ψ
=

= ∑ % ;  , , 1

1ˆ ˆ ˆ[ (x ; )]inGREG syn
GLM i GLM i ij ij ij plj

i

Y Y w y f
N

ψ
=

= + −∑ .      (4.8) 

Notice that the use of the estimators in (4.8) requires that the covariates are known for every unit ( , )i j U∈ .   
      
     A further extension consists of adding random area effects to the assisting model, that is, assuming 

( | x , ) (x , ; )M ij ij i ij iE y u f u δ≅ , with ( ) 0M iE u = , 2( )M i uVar u σ= . Estimation of the model parameters 2, uδ σ  is 
now under the model, ignoring the sampling weights. The synthetic and GREG estimators are defined similarly 
to (4.8) but with ˆ(x ; )ij plf ψ  replaced by 2ˆˆ ˆ(x , ; , )ij i uf u δ σ .  For a sufficiently large sample size within the area 
the extended GREG is approximately design unbiased for the true area mean but it is not clear how to estimate 
the design (randomization) variance in this case in a way that accounts for the estimation of the random effects 
(see below). Torabi and Rao (2008) compare the MSE of model-based predictors and a GREG assisted by a 
GLMM. 
 
     Jiang and Lahiri (2006a) propose the use of model-dependent estimators that are design consistent (under the 
randomization distribution) as the area sample sizes increase. The basic idea is to model the direct estimators 
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1 1
ˆ /i in n
iw ij ij ijj j

Y w y w
= =

= ∑ ∑  instead of the individual observations ijy , and then obtain the empirical best 

predictor of the true mean in each area under the model. The authors consider the general two-level model 
ˆ[ | ]iw i iE Y u ξ= ˆ( , ; )i iwu Xξ ψ= , where the iu s are independent random effects with mean zero and variance 2

uσ  
and ( )ξ ⋅  is some known function governed by the unknown vector parameter ψ . The empirical best predictor is 
the best predictor under the model but with the unknown parameters replaced by model consistent estimators, 
ˆ ˆ ˆ( | ; )EBP
i M i iwY E Yξ ψ= . The estimator is shown to be design consistent for large in  even if the model is 

misspecified thus robustifying the estimation, and also consistent under the model. Note, however, that the 
problem of SAE is the small sample sizes in some or all of the areas so that design consistency is not a strong 
property in this case. The authors develop estimators of the mean squared prediction error (MSPE) for bounded 
sample sizes with bias of desired order (1/ )o m . The MSPE is taken with respect to the model holding for the 
individual observations ijy  and the randomization distribution. 
  
4.3 Pros and cons of design-based estimation 

      The apparent advantage of design-based methods is that the estimation is less dependent on an assumed 
model, although models are used (assisted) for the construction of the estimators. Approximate design 
unbiasedness and consistency for large sample sizes within the areas are desirable properties that add some 
protection against possible model failures, but as noted above in practical applications the sample sizes are often 
very small, such that these properties should be judged with caution.  
      
     Against these advantages stand many disadvantages. Direct estimators generally have large variance due to 
the small sample sizes. Indirect estimators such as the synthetic estimators are generally biased, with very 
limited possibilities to assess the bias.  Composite estimators are likewise biased and it is not obvious how to 
best choose the weights attached to the synthetic estimator and the GREG (or other direct estimators). 
Computation of randomization-based confidence intervals generally requires large sample normality 
assumptions, but the sample sizes in at least some of the small areas may be very small.  
 
     Another limitation of design-based inference (not restricted to SAE) is that it does not lend itself to 
conditional inference, for example, conditioning on the sampled values of the covariates or the sampled clusters 
in a two-stage sampling design. This again inflates the variance of the estimators. Conditional inference is in the 
heart of classical statistical inference under both the frequentist and the Bayesian approaches. Last, but in many 
ways the most important limitation is the fact that there is no founded design-based theory for estimation in 
areas with no samples. The use of the randomization distribution does not lend itself to prediction problems such 
as the prediction of the dependent variable for given covariates under a regression model, or the prediction of 
small area means for areas with no samples. Design-based theory is restricted to estimation of population 
quantities from a sample taken from the population. As stated in the introduction, it is often the case that 
samples are available for only a minority of the areas but estimators and MSE estimators are required for each of 
the areas, whether sampled or not.  
 

5. Model-based methods 

5.1 General formulation 

     Model-based methods assume a model for the sample data and use the optimal or approximately optimal 
predictor of the area characteristic of interest under the model. The MSE of the prediction error is likewise 
defined and estimated under the model. Note that we now use the term ‘prediction’ rather than estimation 
because the target characteristics are generally random under the model. The use of models overcomes the 
problems underlying the use of design-based methods discussed in Section 4.3, but it is important to emphasize 
again that even the most sophisticated model cannot produce predictors of acceptable precision when the area 
sample sizes are too small and no covariates with good predictive power are available. The use of models raises 
also the question of the robustness of the inference to possible model misspecification, and we later discuss 
various attempts to deal with this problem.  
 
     As before, we denote by iθ  the quantity of interest in area i  (mean, proportion, quantile,…). Let iy  define 
the observed response data for area i  (when the area is sampled) and x i  define the corresponding values of the 
covariates (when available). As becomes evident below, iy  is either a scalar, in which case x i  is usually a 
vector, or a vector, in which case x i  is usually a matrix. A typical small area model consists of two parts: The 

191



 

 

first part models the distribution (moments) of (1)| ;i iy θ ψ . The second part models the distribution (moments) of 

(2)| x ;i iθ ψ , linking the iθ ’s to the known covariates and to each other. This is achieved by including in the 
model random effects that account for the variability of the iθ ’s not explained by the covariates. The hyper-
parameters (1) (2)( , )ψ ψ ψ=  are usually unknown and are estimated either under the frequentist approach or 
under the full Bayesian approach after setting appropriate prior distributions. In some applications the index i  
may define time, in which case the model for 2| x ;i iθ ψ  is a time series model. 
 
5.2 Models in common use 

     In this section we review briefly three models in common use, as most of the recent developments in SAE 
relate to these models or extensions of them. For more details and many references, see Pfeffermann (2002), 
Rao (2003) and Datta (2009). 
 
5.2.1 Area level model 

     This model is in broad use when the covariate information is only at the area level, so that x i  is a vector of 
known area characteristics. The model, used originally by Fay and Herriot (1979) is defined as, 
                                                                           ; xi i i i i iy e uθ θ β′= + = +% ,                                                    (5.1) 
where iy%  denotes the direct sample estimator of iθ  (for example, the sample mean iy ). The residual ie  
represents the sampling error, assumed to have zero mean and known design (randomization) variance 

2( )D i DiVar e σ= . The random effects iu  are assumed to be independent with zero mean and common variance 
2
uσ . For known 2

uσ , the best linear unbiased predictor (BLUP) of iθ  under this model is,  

                                                 ˆ ˆ ˆ ˆ(1 )x x ( x )i i i i i GLS i GLS i i i GLSy yθ γ γ β β γ β′ ′ ′= + − = + −% % ,                                         (5.2) 

where ˆ
GLSβ  is the generalized least square (GLS) estimator of β  under the model. The BLUP îθ  is in the form 

of a composite estimate (Eq. 4.4), but with a tuning coefficient / ( )2 2 2
i u u Diγ = σ σ +σ  that depends optimally on the 

ratio 2 2/u Diσ σ  of the variances of the prediction errors of x iβ′  and iy% . Under normality of ,i iu e  and a uniform 

prior for β , îθ  is also the Bayesian predictor (posterior mean) of iθ . For a nonsampled area k  (but known 

xk ), the BLUP is now well defined to be ˆx k GLSβ′ . In practice, the variance 2
uσ  is seldom known and it is 

replaced in iγ  and ˆ
GLSβ  by a sample estimate, yielding what is known as the empirical BLUP (EBLUP) under 

the frequentist approach, or the empirical Bayes (EB) predictor. Alternatively, one may assume a prior 
distribution for 2

uσ  and compute the posterior distribution of iθ , which may be used for the point predictor and 
for the construction of credibility intervals.  
 
Remark 1. The synthetic estimator ˆx i GLSβ′  in (5.2), and hence also the BLUP îθ  are biased when conditioning 
on iu , similarly to what we had under the randomization distribution. Conditioning on iu  amounts to assuming 

different fixed intercepts in different areas, and the unbiasedness of îθ  in (5.2) under the model is achieved by 
viewing the intercepts as random. The same applies for the BLUP (5.4) below. 
 
5.2.2 Nested error unit level model 

     This model uses the individual observations ijy  such that iy  is now a vector and x i  is a matrix. As for 

design-based methods, the use of this model for SAE requires that the area means, 
1

X = x /iN
i ij ij

N
=∑ , are 

known. The model, first proposed for SAE by Battese et al. (1988) has the form, 
                                                                          xij ij i ijy = +u +εβ′ ,                                                                    (5.3) 
where iu  (the random effect) and ijε  (residual terms) are mutually independent with zero means and variances 

2
uσ  and 2

εσ  respectively. Under the model the true small area means are 'i i i iY X uβ ε= + + , but since 

1
/ 0iN

i ij ij
Nε ε

=
= ≅∑  for large iN , the target means are often defined as ( | )i i i i iX u E Y uθ β′= + = . For known 

variances  2 2( , )u εσ σ , the BLUP of iθ  is,  

                                                             ˆ ˆ ˆ[ ( x ) ] (1 )i i i i ii GLS i i GLSy X Xθ γ β γ β′ ′= + − + − ,                                         (5.4) 
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where ˆ
GLSβ  is the GLS of β  computed from all the observed data, 

1
x x /in

i ij ij
n

=
= ∑   and 

( )2 2 2
i u u ε iγ = σ / σ +σ / n . For area k  with no sample (but known kX ), the BLUP is ˆ ˆ=Xk k GLSθ β′ . See Rao (2003) 

for the BLUP of the actual mean iY  in sampled areas. 
 
     As with the area level model, the BLUP (5.4) is also the Bayesian predictor (posterior mean) under normality 
of the error terms and a uniform prior for β . Replacing the unknown variances 2

uσ  and 2
εσ  in iγ  and ˆ

GLSβ  by 
sample estimates yields the corresponding EBLUP or EB predictors. Common methods of estimating the 
variances under the frequentist approach are Maximum Likelihood (MLE), Restricted MLE (REML) or 
Analysis of Variance (ANOVA) type estimators. See Rao (2003) for details. Hierarchical Bayes (HB) predictors 
are obtained by specifying prior distributions for β  and the two variances and computing the posterior 
distribution of iθ  (or iY ) given all the observations in all the areas.   
 
5.2.3 Mixed logistic model  

     The previous two models assume continuous response values. Suppose now that ijy  is binary taking the 
values 1 and 0, in which case the small area quantities of interest are usually proportions or counts (say, the 
proportion or total of unemployed persons in the area). The following generalized linear mixed (GLMM) 
considered originally by MacGibbon and Tomberlin (1989) for SAE is in broad use for this kind of problem.  

                                         Pr( 1 ) ; ( ) ; ( )2
ij ij ij ij ij i i uy = | p = p logit p = x β+u u ~ N 0,σ′ .                               (5.5) 

The outcomes ijy  are assumed to be conditionally independent given the random effects, iu , and likewise for 

the random effects. The purpose is to predict the true area proportions /iN
i ij ij=1

p = y N∑ . Let 2( , )uψ β σ=  

denote the model parameters. For this model there is no explicit expression for the best predictor (BP) 
( | , x ; )i i iE p y ψ , but as shown in Jiang and Lahiri (2006b), for known ψ  the BP can be computed 

(approximated) numerically as the ratio of two one-dimensional integrals. The authors review methods of 
estimating ψ , yielding the empirical BP (EBP) ˆˆ ( | , x ; )EBP

i i i ip E p y ψ= . Alternatively, the predictors ˆ ip  can be 
obtained by application of the EB approach (setting  ˆψ ψ= ), as in MacGibbon and Tomberlin (1989), or by 
application of the full HB approach, as in Malec et al. (1997). Let us describe briefly the application of the HB 
approach. It consists of the following steps: 
 
1. Specify prior distributions for 2

uσ  and β ; 

2. Compute the posterior distributions of β  and { , 1,..., }iu i m=  by, say, MCMC simulations and draw a large 

number of realizations ( ) ( )ˆ ˆ( ,{ })r r
iuβ , and hence realizations, 

( ) ( )
( ) ( )

( ) ( )

exp( )
~

1 exp( )

r r
r r ik i

ik ik r r
ik i

x u
y p

x u
β
β

′ +
=

′+ +
, 

1,..., , 1,...,r R i m= = , ik s∉ . 

3. Predict: ˆ ˆ( ) /
i i

i ij ik ij s k s
p y y N

∈ ∉
= +∑ ∑ ; ( )

1
ˆ / ,R r

ik ik ir
y y R k s

=
= ∉∑ . 

In order to compute the posterior variance write ( )
1

1 1ˆ ˆ( )
i i

R r
i ij ikr j s k s

i

p y y
N R = ∈ ∉

= +∑ ∑ ∑  ( )
1

1 1 ˆR r
ir

i

p
N R =

= ∑ . 

Compute, ( ) 2
2 1

1 1ˆ ˆ ˆ ˆ( ) ( )
( 1)

R r
post i i ir

i

V p p p
R RN =

= −
− ∑ . 

      
6. New developments in model-based SAE 

6.1 Estimation of prediction MSE      

     As stated in the introduction, an important aspect of SAE is the assessment of the prediction errors. This 
problem is solved ‘automatically’ under the full Bayesian paradigm, which produces the posterior distribution of 
the target quantities around their posterior means. However, estimation of the prediction MSE (PMSE) under the 
EBLUP and EB approaches is complicated because of the added variability induced by the estimation of the 
model hyper-parameters. Prasad and Rao (1990) develop PMSE estimators with bias of order (1/ )o m , (m is the 
number of sampled areas), for the linear mixed models 5.1.1 and 5.1.2 for the case where the random errors 
have a normal distribution and the model variances are estimated by the ANOVA type method of  moments 
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estimators. Lahiri and Rao (1995) show that the PMSE estimator in the case of the model 5.1.1 is robust to 
departures from normality of the random area effects iu  (but not the sampling errors ie ). Datta and Lahiri 
(2000) extend the estimation of Prasad and Rao to general linear mixed models of the form, 
                                                              i i i i i i iy = X β+ Z u +e = ξ +e ,  i = 1...m ,                                              (6.1) 
where iZ  is a fixed matrix of order in d×  and iu  and ie  are independent vector random effects and residual 
terms of orders d  and in  respectively. It is assumed that ( ) ( R )

ii d i i n iu ~ N 0,Q , e ~ N 0, . The authors develop 

MSE estimators with bias of order (1/ )o m  for the EBLUP obtained when estimating iQ  and iR  by MLE or 
REML. More recently, Datta et al. (2005) showed that for the area level model 5.1.1, if the variance is estimated 
by the method proposed by Fay and Herriot (1989) and Pfeffermann and Nathan (1981), then it is required to 
add an extra term to the PMSE estimator to achieve the desired order of bias of (1/ )o m . See Datta (2009) for 
further discussion of the estimation of the PMSE of the EBLUP and EB under linear models. 
 
     Estimation of the PMSE under GLMM is more involved and below we review briefly resampling procedures 
that can be used in such cases. For convenience we consider the mixed logistic model (5.5) but the procedures 
are applicable to other models belonging to this family.  
 
     The first procedure, proposed by Jiang et. al (2002) uses the Jackknife method. Let 2ˆ( )EBP

i i iE p pλ = −  

denote the PMSE where /iN
i ij ij=1

p = y N∑  is the true proportion and  ˆˆ ( | , x ; )EBP
i i i ip E p y ψ=  is the empirical 

best predictor. The following decomposition always holds,  
                                                      ( ) 2 ( ) ( ) 2

1 2ˆ ˆ ˆ( ) ( )BP EBP BP
i i i i i i iE p p E p p M Mλ = − + − = + ,                                  (6.2) 

where 1iM  is the PMSE of the BP (assumes known parameter values) and 2iM  is the contribution to the PMSE 

from having to estimate the model parameters. Denote by ˆ ˆ( )BP
iλ ψ  the ‘naive’ estimator of 1iM , obtained by 

setting ψ̂ ψ= . Let ˆ ˆ( )BP
i lλ ψ −  denote the naive estimator when estimating ψ  from all the areas except for area 

l , and ˆˆ ( )EBP
i lp ψ−  denote the corresponding EBP. The Jackknife estimator is:  

                                          
1

1
1 2

2
2

1

1ˆ ˆ ˆˆ ˆ ˆ ˆ( ) [ ( ) ( )]
ˆ ˆ ˆ ;

1ˆ ˆ ˆˆ ˆ[ ( ) ( )]

m
BP BP BP

i i i l i
lJK

i i i m
EBP EBP

i i l i
l

mM
m

M M
mM p p

m

λ ψ λ ψ λ ψ
λ

ψ ψ

−
=

−
=

−
= − −

= +
−

= −

∑

∑
 .                            (6.3)  

Under some regularity conditions, ˆ( ) (1/ )JK
i iE o mλ λ− = as desired. 

 
     The jackknife method estimates the unconditional PMSE over the joint distribution of the random effects and 
the responses. Lohr and Rao (2009) proposed a modification of the jackknife estimator that is computationally 
simpler and estimates the conditional PMSE, ( ) 2ˆ[( ) | ]EBP

i i iE p p y− , which for nonlinear models is different from 
the unconditional PMSE. The conditional PMSE is close conceptually to the posterior variance. Denoting 

( , ) ( | ; )i i i iq y Var yψ θ ψ= , the modification consists of replacing 1
ˆ

iM  by 

1 ,
ˆ ˆ ˆ ˆ( , ) [ ( , ) ( , )]

m

i c i i i l i i i
l i

M q y q y q yψ ψ ψ−
≠

= − −∑ . The modified jackknife estimator, , 1 , 2
ˆ ˆ ˆJK
i c i c iM Mλ = +  is shown to 

have bias of order (1/ )po m  in estimating the conditional PMSE and a bias of order (1/ )o m  in estimating the 
unconditional PMSE.  
 
     Hall and Maiti (2006) propose a third procedure of estimating the PMSE based on double-bootstrap. For the 
model (5.5) the procedure consists of the following steps: 
 
1. Generate a new population from the model (5.5) with parameters ψ̂  and compute the ‘true’ area proportions 
for this population. Compute the EBPs based on the corresponding new sample data and newly estimated 
parameters. The new population and sample use the same covariates as in the original population and sample. 
Repeat the same process independently 1B  times, with 1B  sufficiently large. Denote by 

1, ˆ( )i bp ψ  and 

1 1

( )
, ˆˆ ( )EBP

i b bp ψ  the true proportions and corresponding EBPs for population and sample 1b , 1 11,...,b B= . Compute 
the first-step bootstrap MSE estimator,  
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                                                   1

1 1 11

( ) 2
,1 , ,1

1

1ˆ ˆ ˆˆ[ ( ) ( )]BBS EBP
i i b b i bb

p p
B

λ ψ ψ
=

= −∑ .                                               (6.4) 

2. For each sample drawn in Step 1, repeat the computations of Step 1 2B  times with 2B  sufficiently large, 
yielding new ‘true proportions’ 

2 1, ˆ( )i b bp ψ  and EBPs 
2 2

( )
, ˆˆ ( )EBP

i b bp ψ , 2 21,...,b B= . Compute the second-step 
bootstrap MSE estimator,  

                                                           1 2

2 2 2 11 2

( ) 2
,2 , ,1

1 2

1 1ˆ ˆ ˆˆ[ ( ) ( )]B BBS EBP
i i b b i b bb b

p p
B B

λ ψ ψ
=

= −∑ ∑ .                                  (6.5)  

The double-bootstrap MSE estimator is obtained by computation of one of the classical bias corrected 
estimators. For example,  

                         ,1 ,1 ,2 ,1 ,2

,1 ,1 ,2 ,2 ,1 ,2

ˆ ˆ ˆ ˆ ˆ( ), ifˆ
ˆ ˆ ˆ ˆ ˆ ˆexp[( ) / ], if

BS BS BS BS BS
i i i i iD BS

i BS BS BS BS BS BS
i i i i i i

λ λ λ λ λ
λ

λ λ λ λ λ λ
−

⎧ + − ≥⎪= ⎨
− <⎪⎩

.                    (6.6) 

The estimator has bias of order (1/ )o m  under some regularity conditions. 

Remark 2. All the above procedures although being resampling methods are actually parametric methods that 
rely on the underlying model.  
 
6.2 Choice of priors in Bayesian applications 

     For the area level model (5.1), Ganesh & Lahiri (2008) develop a class of priors for 2
uσ  satisfying for a given 

set of weights { }iω , 

                                                               2
1

ˆ ˆ{ ( | ) PMSE[ ( )]} (1/ )m
i i i ui
E Var y o mω θ θ σ

=
− =∑ ,                              (6.7) 

where ( | )iVar yθ  is the posterior variance under the desired prior 2( )up σ , 2ˆ ˆ( )i uθ σ  is the EBLUP of iθ  obtained 
by substituting 2ˆuσ  for 2

uσ  in (5.2) and the expectation and PMSE are computed under the joint distribution of 
θ  and y . The prior 2( )up σ  satisfying (6.7) is shown to be, 

                                                2 2 2 2 2 2 2
1 1

( ) 1/ ( ) / [ / ( )]m m2
u Di u i Di Di ui i

P σ σ σ ω σ σ σ
= =

∝ + +∑ ∑ .                                   (6.8) 
     The motivation for using the prior (6.8) is to warrant some “frequency validity” to the Bayesian measure of 
uncertainty by guaranteeing that the weighted average of the expected difference between the posterior variance 
and the PMSE of the EBLUP is sufficiently close. Having satisfied (6.7), the analyst may then take advantage of 
all the flexibility of Bayesian inference resulting from the ability to draw observations from the posterior 
distribution. By appropriate choice of the weights { }iω , the prior (6.8) contains as special cases the flat prior 

2( ) (0, )up Uσ = ∞ , the prior developed by Datta et al. (2005) for a given area satisfying [ ( | )]iE Var yθ  
2ˆ ˆ[ ( )] (1/ )i uPMSE o mθ σ= + , (different prior for different areas), and the average moment matching prior 

(obtained by setting 1iω ≡ ).  
 
6.3 Benchmarking 

     Model-based SAE depends on models that could be hard to validate. When the model is misspecified, the 
resulting predictors may perform poorly. Benchmarking is another way of trying to robustify the inference by 
forcing the model-based predictors to agree with the design-based estimator for an aggregation of the areas 
where it can be trusted. Assuming for convenience that this aggregation contains all the areas, the benchmarking 
equation takes the general form, 
                                                                            , ,1 1

ˆ ˆm m
i i model i i designi i

b bθ θ
= =

=∑ ∑ ,                                                 (6.9) 

where the coefficients { }ib  are fixed weights, assumed without loss of generality to sum to 1 (e.g., relative area 
sizes). The modification (6.9) has the further advantage of guaranteeing consistency of publication between the 
small area predictors and the design-based estimator for the aggregated area, which is often required by 
statistical agencies. For example, the model-based predictors of total unemployment in, say,   counties should 
add to the design-based estimate of total unemployment in the country, which is deemed accurate. 
 
     A benchmarking procedure in common use, often referred to as ratio or pro-rata adjustment is defined as,  

                                                             , , ,1 1
ˆ ˆ ˆ ˆ( / )m mbench
i i i design i i model i modeli i

b bθ θ θ θ
= =

= ×∑ ∑ .                                   (6.10) 
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The use of this procedure, however, applies the same percentage correction for all the areas, irrespective of the 
relative precision of the original model-based predictors (before benchmarking). Also, estimation of the PMSE 
of the prorated predictors is not straightforward. As a result, other procedures have been proposed in the 
literature. 
 
     Wang et al. (2008) derive a benchmarked BLUP (BBLUP) under the area level model (5.1) by minimizing 

2

1
ˆ( )m bench

i i ii
Eϕ θ θ

=
−∑  subject to (6.9), where the iϕ s are a chosen set of positive weights. The BBLUP predictor 

is, 
                                         ,1

ˆ ˆ ˆ( )mbench BLUP BLUP
i,BLUP i,model i j j design j,modelj=
θ = θ +δ b -θθ∑ ; 1 -1 1

1
( ) )m 2

i j j i ij=
= b bδ ϕ ϕ− −∑ .                 (6.11) 

When the variance 2
uσ  is unknown, it is replaced by its estimator everywhere in (6.11), yielding the empirical 

BBLUP. The PMSE of the latter predictor can be estimated by a method developed in by Isaki et al. (2000), or 
by one of the resampling procedures described in Section 6.1.  
 
     You & Rao (2002) achieve “automatic benchmarking” for the unit level model (5.3) by changing the 
estimator of β . Wang et al. (2008) consider a similar procedure for the area level model. The approach is 
further extended by augmenting the covariates x i  to 2x [x , ]i i i Dibσ′ ′=% . (The variances 2

Diσ  are considered known 
under the area level model.) The use of the augmented model yields a BLUP that satisfies the benchmark 
constraint (6.9) and is more robust to model misspecification. 
 
     Pfeffermann & Tiller (2006) added monthly benchmark constraints of the form (6.9) to the measurement 
(observation) equation of a time series state-space model fitted jointly to the direct estimates in several areas. 
Adding benchmark constraints to time series models used for the production of model-dependent small area 
predictors is particularly important since time series models are slow to adapt to abrupt changes. By 
incorporating the constraints in the model, the use of this approach permits estimating the variance of the 
benchmarked estimators as part of the model fitting. The variance accounts for the variances of the model error 
terms and the variances and covariances of the sampling errors of the monthly direct estimators and their mean 

,1
ˆm

i i directi
bθ

=∑ . 
 
     Datta et al. (2010) develop Bayesian benchmarking by minimizing, 

                                         
2

1
ˆ ˆ[( ) | ]m bench

i i i designi
Eϕ θ θ θ

=
−∑  s.t.  ,1 1

ˆ ˆm mbench
i i i i designi i

b bθ θ
= =

=∑ ∑ ,                           (6.12) 

where 1, ,
ˆ ˆ ˆ( ,..., )design design m designθ θ θ ′= . The solution of this minimization problem is the same as (5.16), but with 

ˆBLUP
i,modelθ  replaced everywhere by the posterior mean ,î Bayesθ . Denote the resulting predictors by ,1

,
ˆbench
i Bayesθ . The use of 

these predictors has the drawback of ‘over shrinkage’ in the sense that ,1 ,1 2
, ,1

ˆ ˆ( )m bench bench
i i Bayes b Bayesi

b θ θ
=

−∑  

2
1

ˆ[( ) | ]m
i i b designi

b E θ θ θ
=

< −∑  where ,1 ,1
, ,1

ˆ ˆmbench bench
b Bayes i i Bayesi

bθ θ
=

= ∑  and 
1

m
b i ii

bθ θ
=

= ∑ . To deal with this problem, Datta 

et al. (2010) propose to consider instead the predictors ,2
,

ˆbench
i Bayesθ  satisfying,  

                                            ,2
, ,1 1

ˆ ˆm mbench
i i Bayes i i designi i

b bθ θ
= =

=∑ ∑  ; ,2 2
, ,1 1

ˆ ˆ( )m mbench
i i Bayes i i designi i

b b Hθ θ
= =

− =∑ ∑ ,               (6.13) 

where 2
1

ˆ( ) | ]m
i i b designi

H b E θ θ θ
=

= −∑ . The desired predictors have now the form, 

                                 ,2
, , ,1

ˆ ˆ ˆ ˆ( )mbench
i Bayes i i design CB i Bayes Bayesi

b Aθ θ θ θ
=

= + −∑ ; 2 2
,1

ˆ ˆ/ ( )m
CB i i Bayes Bayesi

A H b θ θ
=

= −∑ .          (6.14) 
Notice that the development of the Bayesian benchmarked predictors by Datta et al. (2010) is general and not 
restricted to any particular model.   
 
6.4 Accounting for errors in the covariates 

     Ybarra and Lohr (2008) consider the case where some or all of the true covariates x i  in the area level model 

(5.1) are unknown and one uses instead an estimator x̂ i  with ˆ(x )i iMSE C=  in the expression for the BLUP îθ  
defined by (5.2). Estimates for the missing covariates may be obtained from another survey. Denoting the 
resulting predictor by ˆErr

iθ , it follows that 

                                                           2ˆ ˆ( ) ( ) (1 )Err
i i i iMSE MSE Cθ θ γ β β′= + − .                                                (6.15) 
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Thus, reporting ˆ( )iMSE θ  as the PMSE as if the covariates are measured correctly results in under-reporting of 

the true PMSE. Moreover, if 2 2
i u DiCβ β σ σ′ > + , then 2ˆ( )Err

i DiMSE θ σ> , the variance of the direct estimator iy% . 
The authors propose using instead the predictor, 
                                              ˆ ˆ(1 )xMe

i i i i iyθ γ γ β′= + −% %% ;  2 2 2( ) / ( )i u i Di u iβ C β β C βγ σ σ σ′ ′= + + +% .                     (6.16) 

The predictor ˆMe
iθ  minimizes the MSE of linear combinations of iy%  and x̂ iβ′ . 

ˆ ˆ( ) (1 )[ (x ) x ]Me
i i i i iE Eθ θ γ β′− = − −% , such that the bias vanishes when x̂ i  is unbiased for x i  and 

2 2 2ˆ( )Me
i i i Di DiE θ θ γ σ σ− = ≤% . The authors develop estimators for the unknown 2

uσ  and β , which are then 
substituted in (6.16) to yield the corresponding empirical predictor. The PMSE of the empirical predictor is 
estimated using the jackknife procedure of Jiang et al. (2002) described in Section 6.1. 
 
     Torabi et al. (2009) consider the unit level model (5.3) with 0 1x ij ixβ β β′ = +  (a single covariate common to 
all the units in the same area), and assume that instead of measuring ix , one measures instead ij i ijx x η= + , 

where 2~ ( , )i x xx N μ σ . It is assumed also that ( , , )i ij iju ε η  are mutually independent normally distributed 

random errors with zero means and variances 2 2,u εσ σ  and 2
ησ  respectively. The sample observations consist of 

{ , ; 1,..., , 1,..., }ij ij iy x i m j n= = . An example giving rise to such a model is where ix  indicates the true level of 
air pollution in the area and the ijx s represent measures of the pollution at different sites located in the area, 
with the response values ijy  measuring a certain health indicator at the different sites .  
 
     The authors show that when all the model parameters are known, the posterior distribution of the unobserved 
y-values in any given are i  is multivariate normal, which yields to following predictor for iY :  

                                            , 0 1 xi 1
ˆ (1 ) ( ) ( )i Bayes i i i i i x i i i xY f K y f K f K Xβ β μ γ β μ= − + + + − ,                              (6.17) 

where 1 ( / )i i if n N= −  is the finite population correction in area i , 2 2 2 1
x ( )a i x i xn nηγ σ σ σ −= +  and 

2 2 2 2 2 1 2
1[ ( ) ]i i x i u i iA n n v vη ε εβ σ σ σ σ σ−= + +  with 2 2( )i i xv nησ σ= + . For large iN  and small ( / )i in N , the PMSE of  

,
ˆ
i BayesY  is 2 2 2 2 2 4 1

, 1 1
ˆ[( ) | { , }] [ ]i Bayes i i ij i x u i x iE Y Y y x K n vβ σ σ β σ −− = + − .  

The unknown model parameters 2 2 2
0 1( , , , , , )x x u εψ β β μ σ σ σ=  are estimated by a method of moments. Replacing 

the unknown model parameters by their estimates yields the corresponding EB estimate, which is shown to be 
asymptotically optimal as the number of sampled areas increases. The PMSE of the EB estimator is estimated 
by use of a weighted jackknife procedure proposed by Chen and Lahiri (2002).  
 
Remark 3. In an earlier study, Ghosh et al. (2006) used the same model and inference procedure as Torabi et al. 
(2009), but they used only the observed y-values (and not the observed covariates) for estimating the area means 
under the model. 
 
6.5 Treatment of outliers 

     Bell and Huang (2006) consider the area level model (5.1) from a Bayesian perspective, assuming that the 
random effect or the sampling error have a Student’s  ( )kt  distribution. The t distribution is often used in 
statistical modeling to account for outliers because of its long tails. One of the models considered is,  
                               2~ (0, )i Die N σ ,  2 2 1| , ~ (0, ); ~ [ / 2, ( 2) / 2]i i u i u iu N Gamma k kδ σ δ σ δ − − ,                         (6.18) 
which implies 2 2

( )| ~ (0, ( 2) / )i u k uu t k kσ σ −  and 2 2( ) 1, ( | )i i u uE Var uδ σ σ= = . Thus, the coefficient iδ  can be 
viewed as a multiplicative random effect distributed around 1 that inflates or deflates the variance of 

xi i iu θ β′= − . A large value iδ  signals the existence of an outlying area mean iθ . The degrees of freedom 
parameter, k, is assumed known. Setting k = ∞  is equivalent to assuming the model (5.1). The authors consider 
several possible (small) values for k in their application, but the choice of an appropriate value is very much the 
result of data exploration. Alternatively, the authors assume the model (6.18) for the sampling error, ie , (with 

2
uσ  replaced by 2

Diσ ), in which case 2~ (0, )i uu N σ . The use of either model is shown empirically to perform 
well in identifying outlying areas, but the effect of assuming the model for the random effects is to push the 
small area predictor (the posterior mean) towards the direct estimator, whereas assuming the model for the 
sampling errors is to push the predictor towards the synthetic part. It is not obvious how to choose between the 
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two models. Huang and Bell (2006) extend the approach to a bivariate area level model where two direct 
estimates are available for every area with uncorrelated sampling errors but correlated random effects. Such a 
model applies, for example, when estimates are obtained from two different surveys.  
 
     Ghosh et al. (2008) likewise consider the model (5.1) from a Bayesian perspective. The starting point in this 
study is that an outlying direct estimate may arise either from a large sampling error or from an outlying random 
effect. The authors propose to replace therefore the EB predictor (5.2) by the robust empirical Bayes predictor, 
                                 1

ˆ
ˆ ˆˆ ˆˆ(1 ) [( x ) ]Rob
i i i i G i i iGLSy D y Dθ γ β −′= − − Ψ −% %  ; 2 ˆˆ ˆ ( x )i i i GLSD Var y β′= −% ,                         (6.19) 

where ˆ
ˆ

GLSβ  is the GLS estimator of β  under the model with estimated variance 2ˆuσ , and Ψ  is the Huber 
influence function ( ) ( ) min( ,| |)G t sign t G tΨ =  for some given 0G > . Thus, for large positive standardized 

residuals 1
ˆ

ˆ ˆ( x )i i iGLSy Dβ −′−% , the  EB 1ˆ ˆˆ ˆˆ(1 ) ( -x )i i i i i i GLS iy D y Dθ γ β −′= − −% %  under the model is replaced by 
ˆ ˆˆ(1 )Rob
i i i iy D Gθ γ= − −% , and similarly for large negative standardized residuals, where as in other cases the EB 

predictor is unchanged. The constant G may actually change from one area to the other and chosen adaptively in 
such a way that the excess Bayes risk from using the predictor (6.19) under the model is bounded by some 
percentage point. Alternatively, G may be set to 1 or 2 as often found in the robustness literature. The authors 
derive the PMSE of ˆRob

iθ  under the model for the case where 2
uσ  is estimated by MLE with bias of order 

(1/ )o m , and develop an estimator for the approximate PMSE, which is correct up to the order of (1/ )O m . 
 
     Under the Ghosh et al. (2008) approach the EB small area predictor (5.2) is replaced by the outlier robust 
predictor (6.19), but the estimators of the unknown model parameters remain intact. Sinha and Rao (2009) 
propose to robustify also the estimation of the model parameters. The authors consider the model considered by 
Datta and Lahiri (2000) defined by (6.1), which when written compactly for all the observations 1( ,..., )my y y′ ′ ′=  
has the form,  
                                        y X Zu eβ= + + , ( ) 0E u = , ( )E uu Q′ = ;  ( ) 0E e = ,  ( )E ee R′ = ,                       (6.20) 
where 1 m[x ,..., x ]X ′ ′ ′=  is the corresponding design matrix of the covariates, u  is a vector of random effects  
and e  is the vector of residuals (or sampling errors). The matrices Q  and R  are block diagonal and depend on 
some vector parameter 1( ,..., )Lζ ζ ζ=  of variance components, such that  ( ) ( )V y V ZQZ R V ζ′= = + = . This 
model contains as special cases the area level model (5.1) and the unit level model (5.3). The target is to predict 
the linear combination l h uμ β′ ′= +  by ˆˆ ˆl h uμ β′ ′= + .  
 
     The MLE of β  and ζ  under the model (6.20), are obtained by solving the normal equations 

1 1 1 1( ) 0 ; ( ) ( ) ( ) 0, 1,...,
l l

V VX V y X y X V V y X tr V l Lβ β β
ζ ζ

− − − −∂ ∂′ ′− = − − − = =
∂ ∂

. In order to deal with possible 

outliers, the authors propose solving instead, 

                                 1 1/2 1/ 2 1 1 1/ 2 1( ) 0; ( ) ( ) ( ) 0, 1,...,G G G
l l

V VX V U r r U V V U r tr V c l L
ζ ζ

− − − −∂ ∂′ ′Ψ = Ψ Ψ − Ι = =
∂ ∂

,  (6.21)   

 where 1/ 2 ( )r U y X β−= − , [ ]U Diag V= , 1 2( ) [ ( ), ( ),...]G G Gr r r ′Ψ = Ψ Ψ  with ( )G irΨ   defining the same 
influence function as used by Ghosh et al. (2008) and  2[ ( )]G ic E r= Ψ  ( ~ (0,1)ir N ). Notice that the normal 
equations and the robust estimating equations can both be written as sums over the m areas. The two sets of 
equations coincide for G = ∞ . Denote by ˆ

Robβ , ˆ
Robζ  the solutions of (6.21). The random effects are estimated 

by solving, 
                                                        1/2 1/2 1/2 1/2( )] ( ) 0Z R R y X Zu Q Q uβ− − − −′ Ψ[ − − − Ψ = .                               (6.22) 

     Sinha and Rao (2009) estimate the PMSE of the robust predictors by application of the first step of the 
double-bootstrap procedure of Hall and Maiti (2006) described in Section 6.1 (Equation 6.4). All the parameter 
estimates and random effects predictors needed for the application of this procedure are computed by the robust 
estimating equations defined by (6.21) and (6.22). 
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6.6 M-quantile estimation 

     Classical SAE methods under the frequentist approach model the expectations i( | x , u )i iE y  and ( )iE u . 
Tzavidis and Chambers (2005) and Chambers and Tzavidis (2006) propose modelling instead the quantiles of 
the conditional distribution ( | x )i if y , where for now iy  is a scalar and xi  is a vector of covariates. Under a 
linear model for the quantiles, this leads to a family of models indexed by the coefficient q ∈ (0,1); 
Pr[ x ]i i qy qβ′≤ = . In quantile regression the vector qβ  is estimated by the vector qβ%  minimizing, 

                                                      
1
{| x | [(1 ) ( x 0) ( x 0)]}n

i i q i i q i i qi
y q y q yβ β β

=
′ ′ ′− − Ι − ≤ + Ι − >∑ % % % .                  (6.23) 

 
     M-quantile regression uses influence functions for the estimation of qβ  by solving the estimating equations, 

                
1

( )x 0n
q iq ii

r Ψ=
Ψ =∑ ; ( x )iq i i qr y βΨ Ψ′= − , 1( ) 2 ( )[(1 ) ( 0) ( 0)]q iq iq iq iqr s r q r q rψ

−
Ψ Ψ ΨΨ = Ψ − Ι ≤ + Ι > ,   (6.24)   

where s  is a robust estimate of scale, and Ψ  is an appropriate influence function. The solution of (6.24) can be 
obtained by application of an iterative reweighted least square algorithm (assuming that the influence function is 
continuous). Denote by ˆ

qβ  the (unique) estimate solving (6.24). Notice that each sample value ( , x )i iy lies on 
one and only one of the M-quantiles (x ) xq i i qm β′=  (follows from the fact that the quantiles are continuous in q).  
 
     How is the M-quantile theory used for SAE? Suppose that the sample consists of unit level observations 
{ ,x ; 1,..., , 1,..., }ij ij iy i m j n= =  (same as under the unit level model (5.3)). Define for unit ( , )i j  the value ijq  

such that ˆ
ijij q ijx yβ′ = . A small area predictor of the mean iθ  is obtained under this approach by averaging the 

M-quantile coefficients ijq over the sampled units ij s∈ , and then computing, 

                                                1
1

ˆ ˆ( ); /i

ii i

nM
i i ij ik q i ij ij s k s j

N y x q q nθ β−
∈ ∉ =

′= + =∑ ∑ ∑ .                                       (6.25) 

Alternatively, one can average the vector coefficients 
ijqβ and replace the vector ˆ

iqβ in (6.25) by the mean 

1
ˆ ˆ /i

ij

n
i q ij

nβ β
=

= ∑ . The vectors ˆ
iqβ  and îβ  account for differences between the areas, playing a similar role to 

the random effects under the unit level model (5.3). 
 
     The use of this approach is not restricted to the estimation of means although it does assume continuous y-
values. For example, the distribution function in Area i can be estimated as 

                                       1 ˆˆ ( ) [ ( ) (x )]
i i

i i ij ij ij s k s
F t N y t tβ−

∈ ∉
′= Ι ≤ + Ι ≤∑ ∑ .                                              (6.26) 

     The M-quantile  approach has the apparent advantage of not assuming a parametric model although at the 
current applications it imposes an implicit assumption that the quantiles are linear in the covariates. Clearly, if 
the unit level model holds, the use of this model for SAE is more efficient, but the authors illustrate that the use 
of the M-quantile approach can be more robust to model misspecification. Notice in this regard that the 
approach is not restricted to any specific definition of the small areas. It accounts also for the possibility of 
outliers by choosing an appropriate influence function in the estimating equations (6.24). On the other hand, 
there seems to be no obvious way of how to predict the means or other quantities in nonsampled areas.  One 
simple solution would be to set 0.5q =  for such areas, or weight the q-values of neighboring areas, but then is 
the question of how to estimate the PMSE without assuming a model. See my comment about deign-based SAE. 
 
6.7 SAE using Penalized spline regression  

 
     Another way of robustifying the general mixed linear regression model defined by (6.1) and (6.20), or other 
parametric models is by using penalized spline (P-spline) regression. The idea here is not to assume apriori a 
functional form for the relationship between the outcome variable and the covariates. Suppose that there is a 
single covariate x . The simple P-spline model assumes simply that 0 ( )i i iy m x ε= + , 2( ) 0, ( )i iE Var εε ε σ= = . 
The mean 0 (x )im is taken as unknown and is approximated as,  

                                 0 1 1
(x; , ) ... ( )Kp p

p k kk
m x x xβ γ β β β γ +=

= + + + + −∑ K ; ( ) max(0, )p p
k kx x+− = −K K ,      (6.27) 

where p  is the degree of the spline and 1

K

k< .
.
.< K  are fixed knots. For large K and a good spread of the knots 

over the range of x, the spline function approximates well most smooth functions. The spline function (6.27) 
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uses the basis 1[1, ,..., , ( ) ,...( ) ]p p p
kx x x x+ +− −K K  to approximate the function 0 ( )m x  but other bases can be used, 

particularly when there is more than one covariate. 
 
     Opsomer et al. (2008) use P-spline regression for SAE by treating the γ -coefficients as an additional set of 
random effects. Suppose as under the unit level model that the data consist of the n observations 
{ ,x ; 1,..., , 1,..., }ij ij iy i m j n= = . For unit j  in area i , the model considered is, 

                                                0 1 1
... ( )Kp p

ij ij p ij k ij k i ijk
y x x x uβ β β γ ε+=

= + + + + − + +∑ K ,                                (6.28) 

where the iu ’s are the area random effects and the ijε ’s are model residuals. Let 1( ,..., )mu u u ′=  and  

1( ,..., )Kγ γ γ ′= . Defining 1(0)ijd =  if unit j is (is not) in area i  and denoting 1( ,..., )j j mjd d d ′= , 

1[ ,..., ]nD d d ′= , the full model for the vector y  of all the sample observations can be written compactly as,  
                                    y X Z Duβ γ ε= + + + ; 2~ (0, )kγγ σ Ι , 2~ (0, )u mu σ Ι ,  2~ (0, )nεε σ Ι ,                         (6.29) 

where, ( ) ( )
1[ ,..., ]p p

nX x x ′=  with ( ) (1, ,..., )p p
l l lx x x ′=  and 1[ ,..., ]nZ z z ′=  with 1[( ) ,..., ( ) )]p p

l l l Kz x x+ + ′= − −K K . 
Written that way the model (6.29) looks similar to the mixed linear model (6.20) but notice that under (6.29) the 
observations ijy  are not independent between areas because of the common random effects γ . Nonetheless, the 
BLUP and EBLUP predictors of ( , , )uβ γ are obtained using standard results. The small area predictors are then,  

                                 P- ( )
,

ˆ ˆ ˆ ˆspline p
i EBLUP i i iX Z uθ β γ′ ′= + + ; ( ) ( ) / , /

i i

p p
i l i i l il U l U

X x N Z z N
∈ ∈

= =∑ ∑ .                         (6.30) 

 
     Opsomer et al. (2008) derive the PMSE of the EBLUP in (6.30) when estimating the unknown variances by 
restricted MLE that is correct to the second order, and an estimator of the PMSE with bias that is also correct to 
the second order. The authors propose also a nonparametric bootstrap algorithm for estimating the PMSE and 
for testing the hypotheses 2 0uσ =  and 2 0γσ = . Rao et al. (2009) use a similar model to (6.29) with 1p = , but 
rather than using the EBLUP predictors under the model the authors develop estimators that are robust to 
outliers, similarly (but not the same) to the methodology developed by Sinha and Rao (2009) for the mixed 
linear model described in Section 6.5.  
 
6.8 Prediction of ordered area means 

Malinovsky and Rinott (2010) consider the following (hard) problem: predict the ordered area means 
(1) (2) ( )( ... )mθ θ θ≤ ≤ ≤  under the area level model i i i i iy u e eμ θ= + + = +%  (special case of Eq. 5.1) with 

2~ (0, )
iid

i uu H σ , 2~ (0, )
iid

i ee G σ .  H and G are general distributions with zero means and variances 2
uσ  and 2

eσ . 
This problem is different from just ranking the small area means, one of the famous triple-goal estimation in 
SAE put forward by Shen and Louis (1998). The triple-goal estimation consists of ‘good’ area specific 
estimation, ‘good’ estimates of the histogram (distribution) and ‘good’ estimates of the ranks. See Rao (2003) 
for further discussion.  
 
     In order to illustrate the difference between the prediction of the unordered means and the ordered means, 
consider the prediction of ( ) max{ )m iθ θ= . If ˆ( | )i i iE θ θ θ= , then ( )

ˆ(max |{ })i j mi
E θ θ θ>  so that taking simply 

the largest estimator of the area means as the predictor of the true largest mean results in overestimation. On the 
other hand, using the Bayesian predictor * ˆ[ |{ }]i i jEθ θ θ=  implies that *

( )max{ } ( )i mi
Eθ θ< , an underestimation 

in expectation.  
 
     Wright, Stern and Cressie considered the problem of predicting ordered means from a Bayesian perspective 
but this approach requires heavy numerical calculations and seems to be sensitive to the choice of priors. 
Malinovsky and Rinott (2010) compare three simple predictors under the frequentist approach using the loss 
function, 2

() ( ) ( ) ( )1
( , ) ( )m

i ii
L θ θ θ θ

=
= −∑% %  and the Bayesian risk ( ) ( )[ ( , )]E L θ θ% . Let îθ  define the direct estimator of 

iθ  ( iy%  in the notation of Section 5.2). The predictors compared are: 

                      (1)
( ) ( )

ˆ
i iθ θ=% ;  (2)

( ) ( ) 1
ˆ ˆ ˆ ˆ( ) (1 ) , /m

i i ii
mθ δ δθ δ θ θ θ

=
= + − =∑% ;  (3)

( ) ( ) 1
ˆ ˆ ˆ ˆ( | ), ( ,..., )i i mEθ θ θ θ θ θ= =% ,        (6.31) 

where ( )
ˆ

iθ  is the i -th ordered statistic of the direct estimators. The predictors in (6.31) assume that 2
uσ  and 2

eσ  

are known but μ  is unknown and estimated by θ̂ . In practice, the unknown variances are substituted by 
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appropriate sample estimates, yielding the corresponding empirical predictors. The predictor (3)
( )iθ%  cannot in 

general be computed explicitly for 2m >  but the authors show that it can be efficiently replaced by the 
predictor (2)

( )iθ%  with an appropriate choice of the shrinkage coefficient δ .  
 
     Denote by [ ]kθ%  the predictor of the ordered true means when using the predictors ( )

( ) ; 1,..., , 1,2,3k
i i m kθ = =  

and let 2 2 2 1( )u u eγ σ σ σ −= +  be the optimal shrinkage coefficient under the model when predicting the unordered 
means (see Equation 5.2). The authors derive several interesting theoretical comparisons and further 
comparisons based on simulations.  For example,  
                           If 2 2( 1) /( 1)m mγ ≤ − +  then [2] [1]

( ) ( ) ( ) ( )[ ( ( ), )] [ ( , )]E L E Lθ δ θ θ θ≤% %  for all 1γ δ≤ ≤ .              (6.32) 

Notice that 2 2lim[( 1) /( 1) ] 1
m

m m
→∞

− + =  implying that (6.32) holds asymptotically for all γ , and that the 

inequality 1γ δ≤ ≤ implies less shrinkage of the direct estimators towards the mean. In particular, the optimal 

choice optδ  of δ  for [2] ( )θ δ%  satisfies lim opt
m δ γ→∞ = .   

 
     The results so far assume general distributions H and G of the random effects and residual terms. When these 
distributions are normal, then for 2m =  [3] [2]

( ) ( ) ( ) ( )[ ( , )] [ ( ( ), )]E L E Lθ θ θ δ θ≤% % . A conjecture supported by 

simulations is that this relation holds also for 2m >  and the optimal choice optδ . The simulations suggest also 
that for  sufficiently large m  (e.g., 25m ≥ ), [3]θ%  is efficiently replaced by [2]( )θ γ% .  

 

7. Summary 

     In this article I tried to review some of the main developments in SAE in recent years. There are a few other 
developments listed below that I intend to add to the article in the near future.  
 
1. The use of SAE in conjunction with censuses: as mentioned in the introduction, SAE is increasingly used in 
modern censuses to test and correct the administrative data for under-coverage or over-coverage and to 
supplement information not contained in these records. A good reference is Nirel and Glickman (2009). 
 
2. Small area estimation with varying boundaries: Moura et al. (2005) investigate the use of hierarchical models 
for SAE with varying area boundaries. The paper shows how area estimates and corresponding PMSE estimates 
can be obtained at a variety of nested and intersecting boundary systems by fitting the model at the lowest 
possible level. See also Section 6.6 on M-quantile estimation. 
 
3. Accounting for Spatial correlations between the area means: The models considered in this article assume 
that the area random effects are independent between the areas. Since the random effects account for the 
unexplained variation by the existing covariates, it is often reasonable to assume that the random effects in 
neighbouring areas are correlated. See, e.g., Pratesi and Salvati (2007) and De Souza et al. (2009).  
 
4. SAE estimation under informative sampling: All the studies reviewed so far assume implicitly that the 
selection of the sampled areas is noninformative, and similarly for the sampling within the selected areas, 
implying that the population model applies to the observed sample data. This, however, may not be the case and 
ignoring the effects of informative sampling may bias the inference very severely. This problem is considered in 
Malec et al. (1999) and Pfeffermann and Sverchkov (2007). 
 
5. The use of a two-part model for SAE:  It is sometimes the case that the outcome value is either zero or an 
observation from a continuous distribution. A typical example is the assessment of literacy proficiency with the 
possible outcome being either zero, indicating illiteracy, or a positive score measuring the level of literacy.  
Another example is the consumption of illicit drugs. Available SAE methods are not suitable for this kind of 
data because of the mixed distribution of the outcome variable. Pfeffermann et al. (2008) considered the 
estimation of the average outcome, or the proportion of positive outcomes in small areas for this kind of 
situations using a Bayesian methodology.  
 
6. Predictive fence mmethod for Small Area Estimation: Model selection is one of the major problems in SAE 
because the models usually involve unobserved random effects with limited or no information on their 
distribution. Jiang et al. (2008) propose a class of strategies called fence methods for mixed model selection, 
which includes linear and generalized linear mixed models. The strategies involve a procedure to isolate a 
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subgroup of correct models (of which the optimal model is a member) and then selecting the optimal model 
according to some specified criterion. Jiang et al. (2010) further develop the method for selecting  
nonparametric spline models for small area estimation.  
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ABSTRACT 

 

Optimal response-adaptive designs in phase III clinical trial involving two or more treatments at 

hand is of growing interest. Optimal response-adaptive designs were provided by Rosenberger et 

al. (2001) and Biswas and Mandal (2004) [BM] for binary responses and continuous responses 

respectively. Zhang and Rosenberger (2006) [ZR] provided another design for normal responses. 

Biswas, Bhattacharya and Zhang (2007)   [BBZ] pointed out some serious drawback of the ZR 

design. Moreover, all the earlier works of BM, ZR and BBZ suffer seriously if there is any 

common shift in location to observe the responses. The present paper provides a   location 

invariant design for that purpose, and then extends the present approach for more than two 

treatments. The proposed methods are illustrated using some real data sets. 
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ABSTRACT 

 

Due to the symmetric nature of the squared error loss function it fails to differentiate between 

over- and under-estimation. This paper considers the estimation of the parameters of the linear 

models under an asymmetric loss function, namely the linex loss. To illustrate the procedure the 

risk functions of the preliminary test estimators (PTE) of the parameters of a simple linear 

regression model are derived. The performance of the PTE is compared with that of the least 

square estimator. We also consider a class of distribution, called, elliptically contoured distribu-

tion (ECD). The derivation of the risk function of the parameters of ECD is also shown in this 

paper.  
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ABSTRACT 

 

Optimal response-adaptive designs in phase III clinical trial set up are becoming more and more 

current interest. In the present paper, an optimal response-adaptive design is introduced for more 

than two treatments at hand. We consider the situation of continuous responses. We minimize an 

objective function subject to one or more inequality constraints. We propose an extensive 

computer search algorithm. The proposed procedure is illustrated with extensive numerical 

computation and simulations. Some real data set is used to illustrate the proposed methodology. 

We also extend our approach in the presence of covariates. 
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ABSTRACT

This paper studies the connections among quantile regression, the asymmetric Laplace distri-
bution, maximum likelihood and maximum entropy. We show that the maximum likelihood
problem is equivalent to the solution of a maximum entropy problem where we impose
moment constraints given by the joint consideration of the mean and median. Using the
resulting score functions we propose an estimator based on the joint estimating equations.
This approach delivers estimates for the slope parameters together with the associated “most
probable” quantile. Similarly, this method can be seen as a penalized quantile regression
estimator, where the penalty is given by deviations from the median regression. We derive
the asymptotic properties of this estimator by showing consistency and asymptotic normal-
ity under certain regularity conditions. Finally, we illustrate the use of the estimator with a
simple application to the U.S. wage data to evaluate the effect of training on wages.

Keywords: Asymmetric Laplace Distribution, Quantile Regression, Treatment Effects
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1. INTRODUCTION

Different choices of loss functions determine different ways of defining the location of a
random variable y. For example, squared, absolute value, and step function lead to mean,
median and mode, respectively (see Manski, 1991, for a general discussion). For a given
quantile τ ∈ (0, 1), consider the loss function in a standard quantile estimation problem,

L1,n(µ; τ) =
n∑
i=1

ρτ (yi − µ) =
n∑
i=1

(yi − µ) (τ − 1(yi ≤ µ)) , (1)

as proposed by Koenker and Bassett (1978). Minimizing L1,n with respect to the location
parameter µ is identical to maximizing the likelihood based on the asymmetric Laplace
probability density (ALPD):

f(y;µ, τ, σ) =
τ(1− τ)

σ
exp

(
−ρτ (y − µ)

σ

)
, (2)

for given τ . The well known symmetric Laplace (double exponential) distribution is a special
case of (2) when τ=1/2.

Several studies developed the properties of the maximum likelihood (ML) estimators
based on ALPD. Hinkley and Revankar (1977) derived the asymptotic properties of the
unconditional MLE under ALPD. Kotz, Kozubowski, and Podgórsk (2002b) and Yu and
Zhang (2005) consider alternative MLE approaches for ALPD. Moreover, models based on
ALPD have been proposed in different contexts. Machado (1993) used the ALPD to derive
a Schwartz information crietrion for model selection for quantile regression (QR) models,
and Koenker and Machado (1999) introduced a goodness-of-fit measure for QR and related
inference processes. Yu and Moyeed (2001) and Geraci and Botai (2007) used a Bayesian QR
approach based on the ALPD. Komunjer (2005) constructed a new class of estimators for
conditional quantiles in possibly misspecified nonlinear models with time series data. The
proposed estimators belong to the family of quasi-maximum likelihood estimators (QMLEs)
and are based on a family of ‘tick-exponential’ densities. Under the asymmetric Laplace
density, the corresponding QMLE reduces to the Koenker and Bassett (1978) linear quantile
regression estimator. In addition, Komunjer (2007) developed a parametric estimator for the
risk of financial time series expected shortfall based on the asymmetric power distribution,
derived the asymptotic distribution of the maximum likelihood estimator, and constructed
a consistent estimator for its asymptotic covariance matrix.

Interestingly, the parameter µ in functions (1) and (2) is at the same time the location
parameter, the τ -th quantile, and the mode of the ALPD. For the simple (unconditional)
case, the minimization of (1) returns different order-statistics. For example, if we set τ =
{0.1, 0.2, ..., 0.9}, the solutions are, respectively, the nine deciles of y. In order to extract
important information from the data a good summary statistic would be to choose one order
statistics accordingly the most likely value. For a symmetric distribution one would choose
the median. Using the ALPD, for given τ , maximization of the corresponding likelihood
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function gives that particular order statistics. Thus, the main idea of this paper is to jointly
estimate τ and the corresponding order statistic of y which can be taken as a good summary
statistic of the data. The above notion can be easily extended to modeling the “conditional
location” of y given covariates x, as we do in Section 2.3. In this case, the ALPD model
provides a twist to the QR problem, as now τ becomes the most likely quantile in a regression
set-up.

The aim of this paper is threefold. First, we show that the score functions implied
by the ALPD-ML estimation are not restricted to the true data generating process being
ALPD, but they arise as the solution to a maximum entropy (ME) problem where we impose
moment constraints given by the joint consideration of the mean and median. By so doing,
the ALPD-ML estimator combines the information in the mean and the median to capture
the asymmetry of the underlying empirical distribution (see e.g. Park and Bera (2009) for a
related discussion).

Second, we propose a novel Z-estimator that is based on the estimating equations from the
MLE score functions (which also correspond to the ME problem). We refer to this estimator
as ZQR. The approximate Z-estimator do not impose that the underline distribution is
ALPD. Thus, although the original motivation for using the estimating equations is based on
the ALPD, the final estimator is independent of this requirement. We derive the asymptotic
properties of the estimator by showing consistency and asymptotic normality under certain
regularity conditions. This approach delivers estimates for the slope parameters together
with the associated most probable quantile. The intuition behind this estimator works as
follows. For the symmetric and unimodal case the selected quantile is the median, which
coincides with the mean and mode. On the other hand, when the mean is larger than
the median, the distribution is right skewed. Thus, taking into consideration the empirical
distribution, there is more probability mass to the left of the distribution. As a result it is
natural to consider a point estimate in a place with more probability mass. The selected τ -
quantile does not necessarily lead to the mode, but to a point estimate that is most probable.
This provides a new interpretation of QR and frames it within the ML and ME paradigm.

The proposed estimator has an interesting interpretation from a policy perspective. The
QR analysis gives a full range of estimators that account for heterogeneity in the response
variable to certain covariates. However, the proposed ZQR estimator answers the question:
of all the heterogeneity in the conditional regression model, which one is more likely to be
observed? In general, the entire QR process is of interest because we would like to either
test global hypotheses about conditional distributions or make comparisons across different
quantiles (for a discussion about inference in QR models see Koenker and Xiao, 2002). But
selecting a particular quantile provides an estimator as parsimonious as ordinary least squares
(OLS) or the median estimators. The proposed estimator is, therefore, a complement to the
QR analysis rather than a competing alternative. This set-up also allows for an alternative
interpretation of the QR analysis. Consider, for instance, the standard conditional regression
set-up, y = x′β + u, and let β be partitioned into β = (β1, β2). For a given value of β1 = β̄1,
we may be interested in finding the representative quantile of the unobservables distribution
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that corresponds to this level of β1. For such a case, instead of assuming a given quantile
τ we would like to estimate it. In other words, the QR process provides us with the graph
β1(τ), but the graph τ(β1) could be of interest too.

Finally, the third objective of this work is to illustrate the implementation of the proposed
ZQR estimator. We apply the estimator to the estimation of quantile treatment effects of
subsidized training on wages under the Job Training Partnership Act (JTPA). We discuss
the relationship between OLS, median regression and ZQR estimates of the JTPA treatment
effect. We show that each estimator provides different treatment effect estimates. More-
over, we extend our ZQR estimator to Chernozhukov and Hansen (2006, 2008) instrumental
variables strategy in QR.

The rest of the paper is organized as follows. Section 2 develops the ML and ME frame-
works of the problem. Section 3 derives the asymptotic distribution of the estimators. In
Section 4 we report a small Monte Carlo study to assess the finite sample performance of the
estimator. Section 5 deals with an empirical illustration to the effect of training on wages.
Finally, conclusions are in the last section.

2. MAXIMUM LIKELIHOOD AND MAXIMUM ENTROPY

In this section we describe the MLE problem based on the ALPD and show its connection
with the maximum entropy. We show that they are equivalent under some conditions. In
the next section we will propose an Z-estimator based on the resulting estimating equations
from the MLE problem, which corresponds to ME.

2.1 Maximum Likelihood

Using (2), consider the maximization of the log-likelihood function of an ALPD:

L2,n(µ, τ, σ) = n ln

(
1

σ
τ(1− τ)

)
−

n∑
i=1

1

σ
ρτ (yi − µ) = n ln

(
1

σ
τ(1− τ)

)
− 1

σ
L1,n(µ; τ), (3)

with respect to µ, τ and σ. The first order conditions from (3) lead to the following estimating
equations (EE):

n∑
i=1

1

σ

(
1

2
sign(yi − µ) + τ − 1

2

)
= 0, (4)

n∑
i=1

(
1− 2τ

τ(1− τ)
− (yi − µ)

σ

)
= 0, (5)

n∑
i=1

(
− 1

σ
+

1

σ2
ρτ (yi − µ)

)
= 0. (6)
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Let (µ̂, τ̂ , σ̂) denote the solution to this system of equations. The first equation leads to
the most probable order statistic. Once we have τ̂ , (1− 2τ̂) will provide a measure of asym-
metry of the distribution. Equation (6) provides a straightforward measure of dispersion,
namely,

σ̂ =
1

n

n∑
i=1

ρτ̂ (yi − µ̂).

Then, the loss function corresponding to (3) can be rewritten as a two-parameter loss
function

− 1

n
L2,n(µ, τ) = ln

(
1

n
L1,n(µ; τ)

)
− ln (τ(1− τ)) . (7)

This determines that L2,n(µ, τ, σ) can be seen as a penalized quantile optimization function,
where we minimize ln

(
1
n
L1,n(µ; τ)

)
and penalize it by − ln (τ(1− τ)). The penalty can be

interpreted as the cost of deviating from the median, i.e. for τ = 1/2, − ln (τ(1− τ)) =
− ln(1/4) is the minimum, while for either τ → 0 or τ → 1 the penalty goes to +∞.

It is important to note that the structure of the estimating functions suggests that the
solution to the MLE problem can be obtained by first obtaining every quantile of the dis-
tribution, and then plugging them (with the corresponding estimator for σ) in (5) until this
equation is satisfied (if the solution is unique). In other words, given all the quantiles of y,
the problem above selects the most likely quantile as if the distribution of y were ALPD.

2.2 Maximum Entropy

The ALPD can be characterized as a maximum entropy density obtained by maximizing
Shannon’s entropy measure subject to two moment constraints (see Kotz, Kozubowski, and
Podgórsk, 2002a):

fME(y) ≡ arg max
f
−
∫
f(y) ln f(y)dy (8)

subject to

E|y − µ| = c1, (9)

E(y − µ) = c2, (10)

and the normalization constraint,
∫
f(y)dy = 1, where c1 and c2 are known constants. The

solution to the above optimization problem using the Lagrangian has the familiar exponential
form

fME(y : µ, λ1, λ2) =
1

Ω(θ)
exp [−λ1|y − µ| − λ2(y − µ)] , −∞ < y <∞, (11)

where λ1 and λ2 are the Lagrange multipliers corresponding to the constraints (9) and (10),
respectively, θ = (µ, λ1, λ2)′ and Ω(θ) is the normalizing constant. Note that λ1 ∈ R+ and
λ2 ∈ [−λ1, λ1] so that fME(y) is well-defined. Symmetric Laplace density (LD) is a special
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case of ALPD when λ2 is equal to zero.
Interestingly, the constraints (9) and (10) capture, respectively, the dispersion and asym-

metry of the ALPD. The marginal contribution of (10) is measured by the Lagrangian
multiplier λ2. If λ2 is close to 0, then (10) does not have useful information for the data,
and therefore, the symmetric LD is the most appropriate. In this case, µ is known to be the
median of the distribution. On the other hand, when λ2 is not close to zero, it measures the
degree of asymmetry of the ME distribution. Thus the non-zero value of λ2 makes fME(·)
deviate from the symmetric LD, and therefore, changes the location, µ, of the distribution
to adhere the maximum value of the entropy (for general notion of entropy see Soofi and
Retzer, 2002).

Let us write (9) and (10), respectively, as∫
φ1(y, µ)fME(y : µ, λ1, λ2)dy = 0 and

∫
φ2(y, µ)fME(y : µ, λ1, λ2)dy = 0,

where φ1(y, µ) = |y − µ| − c1 and φ2(y, µ) = (y − µ) − c2. By substituting the solution
fME(y : µ, λ1, λ2) into the Lagrangian of the maximization problem in (8), we obtain the
profiled objective function

h(λ1, λ2, µ) = ln

∫
exp

[
−

2∑
j=1

λjφj(y, µ)

]
dy. (12)

The parameters λ1, λ2 and µ can be estimated by solving the following saddle point problem
(Kitamura and Stutzer, 1997)

µ̂ME = arg max
µ

ln

∫
exp

[
−

2∑
j=1

λ̂j,MEφj(y, µ)

]
dy,

where λ̂ME = (λ̂1,ME, λ̂2,ME) is given by

λ̂ME(µ) = arg min
λ

ln

∫
exp

[
−

2∑
j=1

λjφj(y, µ)

]
dy.

Solving the above saddle point problem is relatively easy since the profiled objective function
has the exponential form. However, generally, c1 and c2 are not known or functions of
parameters and Lagrange multipliers in a non-linear fashion. Moreover, in some cases, the
closed form of c1 and c2 is not known. In order to deal with this problem, we simply
consider the sample counterpart of the moments c1 and c2, say, c1 = (1/n)

∑n
i=1 |yi − µ|

and c2 = (1/n)
∑n

i=1(yi − µ). Then, it can be easily shown that the profiled objective
function is simply the negative log-likelihood function of asymmetric Laplace density, i.e.,
h(λ1, λ2, µ) = −(1/n)L2,n(µ, τ, σ) (see Ebrahimi, Soofi, and Soyer, 2008). In this case, µ̂ME
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Figure 1: Linear Combination of |y − µ| and (y − µ)
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and λ̂ME satisfy the following first order conditions ∂h/∂µ = 0, ∂h/∂λ2 = 0 and ∂h/∂λ1 = 0,
respectively:

−λ1

n

n∑
i=1

sign(yi − µ)− λ2 = 0. (13)

2λ2

(λ1 + λ2)(λ1 − λ2)
+

1

n

n∑
i=1

(yi − µ) = 0, (14)

− 1

λ1

λ2
1 + λ2

2

λ2
1 − λ2

2

+
1

n

n∑
i=1

|yi − µ| = 0, (15)

Equations (13)-(15) are a re-parameterized version of (4)-(6). In fact, from a comparison of
(2) and (11) we can easily see that λ1 = 1/(2σ), λ2 = (2τ−1)/(2σ) and Ω(θ) = σ/(τ(1−τ)).
Given λ1 the degree of asymmetry is explained by λ2 that is proportionally equal to 2τ − 1
in ALPD. Note that λ2 = 0 when τ = 0.5, i.e., µ is the median. Thus finding the most
appropriate degree of asymmetry is equivalent to estimating τ based on the ML method.

The role of the two moment constraints can be explained by the linear combination of two
moment functions, |y− µ| and (y− µ). Figure 1 plots g(y;λ1, λ2, µ) = λ1|y− µ|+ λ2(y− µ)
with three different values of λ2, λ1 = 1, and µ = 0. In general, g(y;λ1, λ2, µ) can be seen as
a loss function. Clearly, this loss function is symmetric when λ2 = 0. When λ2 = 1/3, g(·)
is tilted so that it puts more weight on the positive values in order to attain the maximum
of the Shannon’s entropy (and the reverse is true for λ2 = −1/3). This naturally yields the
asymmetric behavior of the resulting ME density.
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2.3 Linear Regression Model

Now consider the conditional version of the above, by taking a linear model of the form
y = x′β + u, where the parameter of interest is β ∈ Rp, x refers to a p-vector of exogenous
covariates, and u denotes the unobservable component in the linear model. As noted in
Angrist, Chernozhukov, and Fernández-Val (2006), QR provides the best linear predictor for
y under the asymmetric loss function

L3,n(β; τ) =
n∑
i=1

ρτ (yi − x′iβ) =
n∑
i=1

((yi − x′iβ) (τ − 1(yi ≤ x′iβ))) , (16)

where β is assumed to be a function of the fixed quantile τ of the unobservable components,
that is β(τ). If u is assumed to follow an ALPD, the log-likelihood function is

L4,n(β, τ, σ) = n ln

(
1

σ
τ(1− τ)

)
−

n∑
i=1

(
1

σ
ρτ (yi − x′iβ)

)
= n ln

(
1

σ
τ(1− τ)

)
− 1

σ
L3,n(β; τ). (17)

Estimating β in this framework provides the marginal effect of x on the τ -quantile of the
conditional quantile function of y.

Computationally, the MLE can be obtained by simulating a grid of quantiles and choosing
the quantile that maximizes (17), or by solving the estimating equations, ∇L4,n(β, τ, σ) = 0,
i.e.,

∂L4,n(β, τ, σ)

∂β
=

n∑
i=1

1

σ

(
1

2
sign(yi − x′iβ) + τ − 1

2

)
xi = 0, (18)

∂L4,n(β, τ, σ)

∂τ
=

n∑
i=1

(
1− 2τ

τ(1− τ)
− (yi − x′iβ)

σ

)
= 0, (19)

∂L4,n(β, τ, σ)

∂σ
=

n∑
i=1

(
− 1

σ
+

1

σ2
ρτ (yi − x′iβ)

)
= 0. (20)

As we stated before, L4,n can be written as a penalized QR problem loss function that
depends only on (β, τ):

− 1

n
L4,n(β, τ) = ln

(
1

n
L3,n(β; τ)

)
− ln (τ(1− τ)) , (21)

and the interpretation is the same as discussed in section 2.1.
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3. A Z-ESTIMATOR FOR QUANTILE REGRESSION

In this section we propose a Z-estimator based on the score functions from equations (18)-
(20). Thus, although the original motivation for using the estimating equations is based on
the ALPD, the final estimator is independent of this requirement. Let ‖ · ‖ be the Euclidean
norm and θ = (β, τ, σ)′. Moreover, define the estimating functions

ψθ(y, x) =

 ψ1θ(y, x)
ψ2θ(y, x)
ψ3θ(y, x)

 =

 1
σ

(τ − 1(y < x′β))x
1−2τ
τ(1−τ)

− (y−x′β)
σ

− 1
σ

+ 1
σ2ρτ (y − x′β)

 ,

and the estimating equations

Ψn(θ) =
1

n

n∑
i=1

 1
σ

(τ − 1(yi < x′iβ))xi
1−2τ
τ(1−τ)

− (yi−x′iβ)

σ

− 1
σ

+ 1
σ2ρτ (yi − x′iβ)

 =
1

n

n∑
i=1

ψθ(yi, xi) = 0.

A Z-estimator θ̂n is the approximate zero of the above data-dependent function that
satisfies ‖Ψn(θ̂n)‖ p→ 0.

The implementation of the estimator is simple. As discussed in the previous section, an
iteration algorithm can be used to solve for the estimates in the estimating equations above.
Computationally, the estimates can be obtained by constructing a grid for quantiles τ and
solving the QR problem as in (18) and (19) to find β̂(τ) and σ̂(τ). Finally, we estimate
the quantile τ̂ that finds an approximate zero in (20). This algorithm is similar to the
one proposed in Hinkley and Revankar (1977) and Yu and Zhang (2005) that compute the
estimators for MLE under the ALPD. We find that the algorithm converges fast and is very
precise.

In the proposed Z-estimator the interpretation of the parameter β is analogous to the
interpretation of the location parameter in the QR literature. As in the least squares case,
the scale parameter σ can be interpreted as the expected value of the loss function, which
in the QR case corresponds to the expectation of the ρτ (.) function. Finally, τ captures a
measure of asymmetry of the underline distribution of y|x and also is associated with the
most probable quantile. In the Appendix A we discuss the interpretation of these parameters
in more detail.

We introduce the following assumptions to derive the asymptotic properties.

Assumption 1. Let yi = x′iβ0 + ui, i = 1, 2, ..., n, where (yi, xi) is independent and
identically distributed (i.i.d.), and xi is independent of ui,∀i.

Assumption 2. The conditional distribution function of y, G(y|x), is absolutely contin-
uous with conditional densities, g(y|x), with 0 < g(·|·) <∞.
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Assumption 3. Let Θ be a compact set, with θ = (β, τ, σ)′ ∈ Θ, where β ∈ B ⊂ Rp,
τ ∈ T ⊂ (0, 1), and σ ∈ S ⊂ R+, and θ0 is an interior point of Θ;

Assumption 4. E‖x‖2+ε <∞, and E‖y‖2+ε <∞ for some ε > 0.

Assumption 5. (i) Define Ψ(θ) = E [ψθ(y, x)]. Assume that Ψ(θ0) = 0 for a unique θ0 ∈
Θ. (ii) Define Ψn(θ) = En[ψθ(y, x)] = 1

n

∑n
i=1 ψθ(yi, xi). Assume that ‖Ψn(θ̂n)‖ = op(n

−1/2).

Assumption A1 considers the usual linear model and imposes i.i.d. to facilitate the proofs.
Assumption A2 is common in the QR literature and restricts the conditional distribution
of the dependent variable. Assumption A3 is standard in asymptotic theory and imposes
compactness of the parameter space, and A4 is important to guarantee the asymptotic
behavior of the estimator. The first part of A4 is usual in QR literature and second part
in least squares literature. Finally Assumption A5 imposes an identifiability condition and
ensure that the solution to the estimating equations is “nearly-zero”, and it deserves further
discussion.

The first part of A5 imposes a unique solution condition. Similar restrictions are fre-
quently used in the QR literature to satisfy E[ψ1θ(y, x)] = 0 for a unique β and any given
τ . This condition also appears in the M and Z estimators literatures. Uniqueness in QR
is a very delicate subject and is actually imposed. For instance, Chernozhukov, Fernández-
Val, and Melly (2009, p. 49) propose an approximate Z-estimator for QR process and
assume that the true parameter β0(τ) solves E[(τ − 1{y ≤ X ′β0(τ)})X] = 0. Angrist,
Chernozhukov, and Fernández-Val (2006) impose a uniqueness assumption of the form:
β(τ) = arg minβ E[ρτ (y − x′β)] is unique (see for instance their Theorems 1 and 2). See
also He and Shao (2000) and Schennach (2008) for related discussion.

It is possible to impose more primitive conditions to ensure uniqueness. These conditions
are explored and discussed in Theorem 2.1 in Koenker (2005, p. 36). If the y’s have a
bounded density with respect to Lebesgue measure then the observations (y, x) will be in
general position with probability one and a solution exists.1 However, uniqueness cannot be
ensured if the covariates are discrete (e.g. dummy variables). If the x’s have a component
that have a density with respect to a Lebesgue measure, then multiple optimal solutions
occur with probability zero and the solution is unique. However, these conditions are not
very attractive, and uniqueness is in general imposed as an assumption.

Note that the usual assumptions of uniqueness in QR described above for E[ψ1θ(y, x)] = 0
guarantee that β is unique for any given τ . Combining these assumptions and bounded
moments we guarantee uniqueness for E[ψ3θ(y, x)] = 0, because σ = E[ρτ (y−xβ)] such that
for each τ , σ is unique. With respect to the second equation E[ψ2θ(y, x)] = 0, it is satisfied
if

1− 2τ

τ(1− τ)
=
E[y − x′β]

σ
.

1See definition 2.1 in Koenker (2005) for a definition of general position.
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Therefore, for unique β and σ, the right hand side of the above equation is unique. Since
1−2τ
τ(1−τ)

is a continuous and strictly decreasing, τ is also unique.2

The second part of A5 is used to ensure that the solution to the approximated working
estimating equations is close to zero. The solution for the estimating equations, Ψn(θ̂n) = 0,
does not hold in general. In most cases, this condition is actually equal to zero, but least
absolute deviation of linear regression is one important exception. The indicator function in
the first estimating equations determines that it may not have an exact zero. It is common in
the literature to work with M and Z estimators θ̂n of θ0 that satisfy

∑n
i=1 ψ(xi, θ̂n) = op(δn),

for some sequence δn. For example, Huber (1967) considered δn =
√
n for asymptotic

normality, and Hinkley and Revankar (1977) verified the condition for the unconditional
asymmetric double exponential case. This condition also appears in the quantile regression
literature, see for instance He and Shao (1996) and Wei and Carroll (2009). In addition, in
the approximate Z-estimator for quantile process in Chernozhukov, Fernández-Val, and Melly
(2009), they have that the empirical moment functions Ψ̂(θ, u) = En[g(Wi, θ, u)], for each
u ∈ T , the estimator θ̂(u) satisfies ‖Ψ̂(θ̂(u), u)‖ ≤ infθ∈Θ ‖Ψ̂(θ, u)‖+ εn where εn = o(n−1/2).
For the quantile regression case, Koenker (2005, p. 36) comments that the absence of a
zero to the problem Ψ1n(β̂n(τ)) = 0, where β̂n(τ) is the quantile regression optimal solution
for a given τ and σ, “is unusual, unless the yi’s are discrete.” Here we follow the standard
conditions for M and Z estimators and impose A5(ii). For a more general discussion about
this condition on M and Z estimators see e.g. Kosorok (2008, pp. 399-407).

Now we move our attention to the asymptotic properties of the estimator.

Theorem 1 Under Assumptions A1-A5, ‖θ̂n − θ0‖
p→ 0.

Proof: In order to show consistency we check the conditions of Theorem 5.9 in van der
Vaart (1998). Define F ≡ {ψθ(y, x), θ ∈ Θ}, and recall that Ψn(θ) = 1

n

∑n
i=1 ψθ(y, x) and

Ψ(θ) = E[ψθ(y, x)]. First note that, under conditions A3 and A5, the function Ψ(θ) satisfies,

inf
θ:d(θ,θ0)≥ε

‖Ψ(θ)‖ > 0 = ‖Ψ(θ0)‖,

because for a compact set Θ and a continuous function Ψ, uniqueness of θ0 as a zero implies
this condition (see van der Vaart, 1998, p.46).

Now we need to show that supθ∈Θ ‖Ψn(θ)−Ψ(θ)‖ p→ 0. By Lemma A1 in the Appendix
B we know that the class F is Donsker. Donskerness implies a uniform law of large numbers
such that

sup
θ∈Θ
|En[ψθ(y, x)]− E[ψθ(y, x)]| p→ 0,

2Note that m(τ) ≡ 1−2τ
τ(1−τ) is a continuous function, has a unique zero at τ = 1/2 and m(τ) > 0 for

τ < 1/2, m(τ) < 0 for τ > 1/2. As τ → 0, m(τ) → +∞, and as τ → 1, m(τ) → −∞. Finally,
dm(τ)
dτ = −2τ(1−τ)−(1−2τ)2

τ2(1−τ)2 = −2τ+2τ2−1+4τ−4τ2

τ2(1−τ)2 = −1+2τ−2τ2

τ2(1−τ)2 = −1+2τ(1−τ)
τ2(1−τ)2 < 0 for any τ ∈ (0, 1).
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where f 7→ En[f(w)] = 1
n

∑n
i=1 f(wi). Hence we have supθ∈Θ ‖Ψn(θ)−Ψ(θ)‖ p→ 0.

Finally, from assumptions A1-A5 the problem has a unique root and also we have
‖Ψn(θ̂n)‖ p→ 0. Thus, all the conditions in Theorem 5.9 of van der Vaart (1998) are satisfied

and ‖θ̂n − θ0‖
p→ 0.

After showing consistency we move our attention to the asymptotic normality of the
estimator. In order to derive the limiting distribution define

V1θ = E [ψθ(y, x)ψθ(y, x)′] , (22)

V2θ =
∂E [ψθ(y, x)]

∂θ′
. (23)

Here,

V1θ =

 a b c
. d e
. . f

 ,
where

a =
1

σ
τ(1− τ)E[xx′],

b =
E [((1− 2τ)sign(y − x′β)− (1− 2τ)2)x′]

2στ(1− τ)
− E

[
1

σ2
ρτ (y − x′β)x′

]
,

c =
1

2σ3
E[ρτ (y − x′β) (sign(y − x′β)− (1− 2τ))x′],

d =
(1− 2τ)2

τ 2(1− τ)2
+ E[

1

σ2
(y − x′β)2]− 2

(1− 2τ)

τ(1− τ)
E[

1

σ
(y − x′β)],

e =
1

σ2
E[ρτ (y − x′β) (

(1− 2τ)

τ(1− τ)
− 1

σ
(y − x′β))],

f =
1

σ4
E[ρ2

τ (y − x′β)] +
1

σ2
− 1

σ3
E[ρτ (y − x′β)];

and

V2θ =

 −E[g(x′β|x)xx′]
σ

1
σ
E[x] 0

. −1+2τ−2τ2

τ2(1−τ)2
1
σ2E[(y − x′β)]

. . − 1
σ2

 .
Note that when y|x ∼ ALPD(x′β, τ, σ), then V1θ = V2θ.

Assumption 6. Assume that V1θ0 and V2θ0 exist and are finite, and V2θ0 is invertible.

Chernozhukov, Fernández-Val, and Melly (2009) calculated equations (22) and (23) in
the quantile process as an approximate Z-estimator.

Now we state the asymptotic normality result.
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Theorem 2 Under Assumptions 1-6,

√
n(θ̂n − θ0)⇒ N(0, V −1

2θ0
V1θ0V

−1
2θ0

).

Proof: First, combining Theorem 1 and second part of Lemma A1, we have

Gnψθ̂n(y, x) = Gnψθ0(y, x) + op(1),

where f 7→ Gn[f(w)] = 1√
n

∑n
i=1(f(wi)− Ef(wi)). Rewriting we have

√
nEnψθ̂n(y, x) =

√
nEψθ̂n(y, x) + Gnψθ0(y, x) + op(1). (24)

By assumption A5∥∥Enψθ̂n(y, x)
∥∥ = op(n

−1/2) and E[ψθ0(y, x)] = 0.

Now consider the first element of the right hand side of (24). By a Taylor expansion about
θ̂n = θ0 we obtain

E[ψθ̂n(y, x)] = E[ψθ0(y, x)] +
∂E[ψθ(y, x)]

∂θ′
∣∣
θ=θ0

(θ̂n − θ0) + op(1), (25)

where

∂E[ψθ(y, x)]

∂θ′

∣∣∣
θ=θ0

=
∂

∂θ′
E


1
σ

(τ − 1(y < x′β))x(
1−2τ
τ(1−τ)

− (y−x′β)
σ

)
− 1
σ

+ 1
σ2ρτ (y − x′β)

∣∣∣
θ=θ0

.

Since by condition A6, ∂E[ψθ(y,x)]
∂θ′

∣∣∣
θ=θ0

= V2θ0 , equation (25) can be rewritten as

E[ψθ(y, x)]
∣∣
θ=θ̂n

= V2θ0(θ̂n − θ0) + op(1). (26)

Using Assumption A5 (ii), from (24) we have

op(1) =
√
nEψθ̂n(y, x) + Gnψθ0(y, x) + op(1),

and using the above approximation given in (26)

op(1) = V2θ0

√
n(θ̂n − θ0) + Gnψθ0(y, x) + op(1).

By invertibility of V2θ0 in A6,

√
n(θ̂n − θ0) = −V −1

2θ0
Gnψθ0(y, x) + op(1). (27)

Finally, from Lemma A1 θ 7→ Gnψθ(y, x) is stochastic equicontinuous. So, stochastic equicon-
tinuity and ordinary CLT imply that Gnψθ(y, x)⇒ z(·) converges to a Gaussian process with
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variance-covariance function defined by

V1θ0 = E [ψθ(y, x)ψθ(y, x)′]
∣∣∣
θ=θ0

. Therefore, from (27)

√
n(θ̂n − θ0)⇒ V −1

2θ0
z(·),

so that √
n(θ̂n − θ0)⇒ N(0, V −1

2θ0
V1θ0V

−1
2θ0

).

4. MONTE CARLO SIMULATIONS

In this section we provide a glimpse into the finite sample behavior of the proposed ZQR
estimator. Two simple versions of our basic model are considered in the simulation experi-
ments. In the first, reported in Table 1, the scalar covariate, xi, exerts a pure location shift
effect. In the second, reported in Table 2, xi has both a location and scale shift effects. In
the former case the response, yi, is generated by the model, yi = α + βxi + ui, while in the
latter case, yi = α+ βxi + (1 + γ)ui, where ui are i.i.d. innovations generated according to a
standard normal distribution, t3 distribution, χ2

3 centered at the mean, Laplace distribution
(i.e. τ = 0.5), and ALPD with τ = 0.25.3 In the location shift model xi follows a standard
normal distribution; in the location-scale shift model, it follows a χ2

3. We set α = β = 1
and γ = 0.5. Our interest is on the effect of the covariates in terms of bias and root mean
squared error (RMSE). We carry out all the experiments with sample size n = 200 and
5,000 replications. Three estimators are considered: our proposed ZQR estimator, quantile
regression at the median (QR), and ordinary least squares (OLS). We pay special attention
to the estimated quantile τ̂ in the ZQR.

Table 1 reports the results for the location shift model. In all cases we compute the
bias and RMSE with respect to β = 1. Bias is close to zero in all cases. In the Gaussian
setting, as expected, we observe efficiency loss in ZQR and QR estimates compared to that
of OLS. Under symmetric distributions, normal, t3, and Laplace, the estimated quantile of
interest τ̂ in the ZQR is remarkably close to 0.5. In the χ2

3 case, the ZQR estimator performs
better than the QR and OLS procedures. Note that the estimated quantile for the χ2

3 is
0.081, consistent with the fact that the underline distribution is right skewed. Finally, for
the ALPD(0.25) case, ZQR produces the estimated quantile (τ̂ = 0.248) rightly close to 0.25,
and also has a smaller RMSE. Overall, Table 1 shows that the ZQR estimator retains the
robustness properties of the QR estimator, although we do not specify a particular quantile
of interest.

In the location-scale version of the model we adopt the same distributions for generating
the data. For this case the effect of the covariate xi on quantile of interest response in QR is
given by β(τ) = β+ γQu(τ). In ZQR we compute bias and RMSE by averaging estimated τ
from 5,000 replications. The results are summarized in Table 2. The results for the normal,

3Although not reported, similar results were obtained for ALPD with τ = 0.75.
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Table 1: Location-Shift Model: Bias and RMSE
ZQR QR (Median) OLS

N(0, 1) Bias 0.0007 −0.0004 0.0008
RMSE 0.0904 0.0899 0.0710
τ̂ 0.501 − −

t3 Bias 0.0012 −0.0008 0.0014
RMSE 0.1133 0.0967 0.1217
τ̂ 0.498 − −

χ2
3 Bias −0.0021 0.0024 0.0020

RMSE 0.1419 0.1892 0.1801
τ̂ 0.081 − −

ALPD Bias 0.0001 0.0001 0.0001
(τ = 0.5) RMSE 0.0638 0.0549 0.0710

τ̂ 0.499 − −
ALPD Bias −0.0008 −0.0001 0.0003

(τ = 0.25) RMSE 0.0718 0.0860 0.0917
τ̂ 0.248 − −

t3 and Laplace distributions are similar to those in the location model, showing that all point
estimates are approximately unbiased. As expected, OLS outperforms ZQR and QR in the
normal case, but the opposite occurs in the t3 and Laplace distributions. In the χ2

3 case, the
estimated quantile is τ̂ = 0.086. For the ALPD(0.25) distribution, the best performance is
obtained for the ZQR estimator.

5. EMPIRICAL ILLUSTRATION: THE EFFECT OF JOB TRAINING
ON WAGES

The effect of policy variables on distributional outcomes are of fundamental interest in em-
pirical economics. Of particular interest is the estimation of the quantile treatment effects
(QTE), that is, the effect of some policy variable of interest on the different quantiles of a
conditional response variable. Our proposed estimator complements the QTE analysis by
providing a parsimonious estimator at the most probable quantile value.

We apply the estimator to the study of the effect of public-sponsored training programs.
As argued in LaLonde (1995), public programs of training and employment are designed to
improve participant’s productive skills, which in turn would affect their earnings and de-
pendency on social welfare benefits. We use the Job Training Partnership Act (JTPA), a
public training program that has been extensively studied in the literature. For example,
see Bloom, Orr, Bell, Cave, Doolittle, Lin, and Bos (1997) for a description, and Abadie,
Angrist, and Imbens (2002) for QTE analysis. The JTPA was a large publicly-funded train-
ing program that began funding in October 1983 and continued until late 1990’s. We focus
on the Title II subprogram, which was offered only to individuals with “barriers to em-
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Table 2: Location-Scale-Shift Model: Bias and RMSE
ZQR QR (Median) OLS

N(0, 1) Bias 0.0015 0.0036 0.0037
RMSE 0.2209 0.1461 0.1365
τ̂ 0.499 − −

t3 Bias −0.0005 0.0002 −0.0052
RMSE 0.2457 0.1460 0.2565
τ̂ 0.501 − −

χ2
3 Bias −0.0004 0.0076 0.0089

RMSE 0.5087 0.2833 0.3788
τ̂ 0.086 − −

ALPD Bias −0.0010 −0.0001 −0.0013
(τ = 0.5) RMSE 0.1455 0.0845 0.1459

τ̂ 0.501 − −
ALPD Bias 0.0051 0.0004 0.4076

(τ = 0.25) RMSE 0.1331 0.1429 0.4505
τ̂ 0.248 − −

ployment” (long-term use of welfare, being a high-school drop-out, 15 or more recent weeks
of unemployment, limited English proficiency, phsysical or mental disability, reading pro-
ficiency below 7th grade level or an arrest record). Individuals in the randomly assigned
JTPA treatment group were offered training, while those in the control group were excluded
for a period of 18 months. Our interest lies in measuring the effect of a training offer and
actual training on of participants’ future earnings.

We use the database in Abadie, Angrist, and Imbens (2002) that contains information
about adult male and female JTPA participants and non-participants. Let z denote the
indicator variable for those receiving a JTPA offer. Of those offered, 60% did training; of
those in the control group, less than 2% did training. For our purposes of illustrating the
use of ZQR, we first study the effect of receiving a JTPA offer on log wages, and later we
pursue instrumental variables estimation in the ZQR context. Following Abadie, Angrist,
and Imbens (2002) we use a linear regression specification model, where the JTPA offer
enters in the equation as a dummy variable.4 We consider the following regression model:

y = zγ + xβ + u,

where the dependent variable y is the logarithm of 30 month accumulated earnings (we
exclude individuals without earnings), z is a dummy variable for the JTPA offer, x is a
set of exogenous covariates contaning individual characteristics, and u is an unobservable
component. The parameter of interest is γ that provides the effect of the JTPA training
offer on wages.

4Linear regression models are common in the QTE literature to accomodate several control variables
capturing individual characteristics. See for instance Chernozhukov and Hansen (2006, 2008) and Firpo
(2007).
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Table 3: JTPA offer
ZQR [τ̂ = 0.84] OLS Median regression

Intercept 9.894 (0.059) 8.814 (0.088) 9.188 (0.086)
JTPA offer 0.045 (0.022) 0.075 (0.032) 0.100 (0.033)
FEMALE 0.301 (0.023) 0.259 (0.030) 0.260 (0.031)

HSORGED 0.201 (0.025) 0.267 (0.034) 0.297 (0.037)
BLACK -0.102 (0.026) -0.121 (0.036) -0.175 (0.039)

HISPANIC -0.032 (0.034) -0.034 (0.050) -0.025 (0.051)
MARRIED 0.129 (0.025) 0.242 (0.036) 0.265 (0.034)
WKLESS13 -0.255 (0.023) -0.598 (0.032) -0.556 (0.036)
AGE2225 0.229 (0.057) 0.175 (0.084) 0.125 (0.080)
AGE2629 0.285 (0.058) 0.192 (0.085) 0.131 (0.081)
AGE3035 0.298 (0.057) 0.191 (0.084) 0.176 (0.080)
AGE3644 0.320 (0.058) 0.130 (0.085) 0.173 (0.081)
AGE4554 0.267 (0.064) 0.110 (0.094) 0.080 (0.092)

τ̂ 0.840 (0.051) 0.500
σ̂ 0.249 (0.060) 0.538 (0.006)

Notes: 9872 observations. The numbers in parenthesis are the corresponding standard errors.

First, we compute the QR process for all τ ∈ (0.05, 0.95) and the results are presented in
Figure 2. The JTPA effect estimates for QR and OLS appear in Table 3, where the variables
are defined as follows:

JTPA offer: dummy variable for individuals that received a JTPA offer;
FEMALE: Female dummy variable;
HSORGED: dummy variable for individuals with completed high school or GSE;
BLACK: race dummy variable; HISPANIC: dummy variable for hispanic;
MARRIED: dummy variable for married individuals;
WKLESS13: dummy variable for individuals working less than 13 weeks in the past year;
AGE2225, AGE2629, AGE3035, AGE3644 and AGE4554 age range indicator variables.

Interestingly, with exception of low quantiles, the effect of JTPA is decreasing in τ , which
implies that those individuals in the high quantiles of the conditional wage distribution
benefited less from the JTPA training. Second, by solving equation (19) we obtain that the
most probable quantile τ̂ = 0.84. This is further illustrated in Figure 3, and this means that
the distribution of unobservables is negatively skewed. This value is denoted by a vertical
solid line, together with the 95% confidence interval given by the vertical parallel dotted lines.
From Table 3 we observe that the training effect estimate from mean and median regressions
are, respectively, 0.075 (0.032) and 0.100 (0.033) which are similar, however they both are
larger than the ZQR estimate of 0.045 (0.022).5 Figure 2 shows that QR estimates in the
upper tail of the distribution have smaller standard errors, which suggests that by choosing
the most likely quantile the ZQR procedure implicitly solves for the smallest standard error

5The numbers in parenthesis are the corresponding standard errors.
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Figure 2: JTPA offer: Quantile regression process and OLS

Notes: Quantile regression process (shaded area), OLS (horizonal lines) and estimated
most informative quantile (vertical lines) with 95% confidence intervals.

QR estimator. The results show that for the most probable quantile, τ̂ = 0.84 (0.051),
the effect of training is different from the mean and median effects. From a policy maker
perspective, if one is asked to report the effect of training on wage, it could be done through
the mean effect (0.075), the median effect (0.100) or even the entire conditional quantile
function as in Figure 2; our analysis recommends reporting the most likely effect (0.045)
coming from the most probable quantile τ̂ = 0.84. Using the above model, the fit of the
data reveals that the upper quantiles are informative, and the ZQR estimator is appropriate
to describe the effect of JTPA on earnings.

As argued in the Introduction, the ZQR framework allows for a different interpretation
of the QR analysis. Suppose that we are interested in a targeted treatment effect of γ̄ = 0.1,
and we would like to get the representative quantile of the unobservables distribution that
will most likely have this effect. This corresponds to estimating the ZQR parameters for

y − zγ̄ = xβ + u. In this case, we obtain an estimated most likely quantile of τ̂(γ̄) = 0.85.

To value the option of treatment is an interesting exercise in itself, but policy makers
may be more interested in the effect of actual training rather than the possibility of training.
In this case the model of interest is y = dα+xβ+u, where d is a dummy variable indicating
if the individual actually completed the JTPA training. We have strong reasons to believe
that cov(d, u) 6= 0 and therefore OLS and QR estimates will be biased. In this case, while the
JTPA offer is random, those individuals who decide to undertake training do not constitute
a random sample of the population. Rather, they are likely to be more motivated individuals
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Figure 3: JTPA offer: τ -score function

Notes: The τ -score function is 1−2τ
τ(1−τ)

−
∑n
i=1(yi−x′iβ̂(τ))

nσ̂
.

or those that value training the most. However, the exact nature of this bias is unknown
in terms of quantiles. Figure 4 reports the entire quantile process and OLS for the above
equation. Interestingly the effect of training on wages is monotonically decreasing in τ . The
selection of the most likely quantile determines that as in the previous case τ̂ = 0.84.

In order to solve for the potential endogeneity, and following Abadie, Angrist, and Imbens
(2002), z can be used as a valid instrument for d. The reason is that it is exogenous as it was
a randomized experiment, and it is correlated with d (as mentioned earlier 60% of individuals
undertook training when they were offered). The IV strategy is based on Chernozhukov and
Hansen (2006, 2008) by considering the model y − dα = xβ + zγ + u.

The IV method in QR proceeds as follows. Note that z does not belong to the model, as
conditional on d, undertaking training, the offer has no effect on wages. Then, we construct
a grid in α ∈ A, which is indexed by j for each τ ∈ (0, 1) and we estimate the quantile
regression model for fixed τ , y−dαj(τ) = xβ+zγ+u. This gives {β̂j(αj(τ), τ), γ̂j(αj(τ), τ)},
the set of conditional quantile regression estimates for the new model. Next, we choose α by
minimizing a given norm of γ (we use the Euclidean norm), ˆ̂α(τ) = argminα∈A‖γ̂(α(τ), τ)‖.

Figure 5 shows the values of γ2 for the grids of α and τ . As a result we obtain the map

τ 7→{ ˆ̂α(τ), β̂( ˆ̂α(τ), τ) ≡ ˆ̂
β(τ), γ̂( ˆ̂α(τ), τ) ≡ ˆ̂γ(τ)}.

Finally, we select the most probably quantile as in the previous case, by using the first
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Figure 4: JTPA: Quantile regression process and OLS

Notes: Quantile regression process (shaded area), OLS (horizonal lines) and estimated
most informative quantile (vertical lines) with 95% confidence intervals.

Figure 5: JTPA: Minimization of ‖γ2(τ, α)‖
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Figure 6: JTPA: IV Quantile regression process and IV OLS

Notes: Quantile regression process (shaded area), OLS (horizonal lines) and estimated
most informative quantile (vertical lines) with 95% confidence intervals.

order condition corresponding the selection of τ :

ˆ̂τ = argminτ∈(0,1)

∣∣∣∣∣∣ 1− 2τ

τ(1− τ)
−

∑n
i=1

ˆ̂ui(τ)∑n
i=1 ρτ

(
ˆ̂ui(τ)

)
∣∣∣∣∣∣

where ˆ̂ui(τ) = yi − di ˆ̂α(τ) − x′i
ˆ̂
β(τ) − zi ˆ̂γ(τ). Figure 6 reports the IV estimates together

with the most likely quantile. Interestingly, the qualitative results are very much alike those
of the value of the JTPA training offer. The IV least squares estimator for the effect of
JTPA training gives a value of 0.116 (0.045) while IV median regression gives a much higher
value of 0.142 (0.047). The most likely quantile continues to be 0.84 (0.053), which has
an associated training effect of 0.072 (0.033). The ZQR effect continues to be smaller than
the mean and median estimates. Therefore, the upper quantiles are more informative when
analyzing the effects of JTPA training on log wages.

6. CONCLUSIONS

In this paper we show that the maximum likelihood problem for the asymmetric Laplace
distribution can be found as the solution of a maximum entropy problem where we impose
moment constraints given by the joint consideration of the mean and the median. We also
propose an approximate Z-estimator method, which provides a parsimonious estimator that
complements the quantile process. This provides an alternative interpretation of quantile
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regression and frames it within the maximum entropy paradigm. Potential estimates from
this method has important applications. As an illustration, we apply the proposed estimator
to a well-known dataset where quantile regression has been extensively used.

Appendix

A. Interpretation of the Z-estimator

In order to interpret θ0, we take the expectation of the estimating equations with respect to
the unknown true density. To simplify the exposition we consider a simple model without
covariates: yi = α + ui. Our estimating equation vector is defined as:

E(Ψθ(y)) = E


1
σ

(τ − 1(y < α))(
1−2τ
τ(1−τ)

− (y−α)
σ

)
− 1
σ

+ 1
σ2ρτ (y − α)

 = 0,

and the estimator is such that
1

n

n∑
i=1

Ψθ(yi) = 0

Let F (y) be the cdf of the random variable y. Now we need to find E[Ψθ(y)].

For the first component we have

1

σ
E[τ − I(y < α)] =

1

σ

(∫
R
(τ − 1(y < α))dF (y)

)
=

1

σ

(
τ −

∫ α

−∞
dF (y)

)
=

1

σ
(τ − F (α)) .

Thus if we set this equal to zero, we have

α = F−1(τ),

which is the usual quantile. Thus, the interpretation of the parameter α is analogous to QR
if covariates are included.

For the third term in the vector, − 1
σ

+ 1
σ2ρτ (y − α), we have

E

[
− 1

σ
+

1

σ2
ρτ (y − α)

]
= 0,

that is,
σ = E [ρτ (y − α)] .
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Thus, as in the least squares case, the scale parameter σ can be interpreted as the expected
value of the loss function.

Finally, we can interpret τ using the second equation,

E

[
1− 2τ

τ(1− τ)
− (y − α)

σ

]
= 0,

which implies that

1− 2τ

τ(1− τ)
=
E[y]− F−1(τ)

σ
.

Note that g(τ) ≡ 1−2τ
τ(1−τ)

is a measure of the skewness of the distribution (see also footnote

2). Thus, τ should be chosen to set g(τ) equal to a measure of asymmetry of the underline
distribution F (·) given by the difference of τ -quantile with the mean (and standardized by
σ). In the special case of a symmetric distribution, the mean coincides with the median and
mode, such that E[y] = F−1(1/2) and τ = 1/2, which is the most probable quantile and a
solution to our Z-estimator.

B. Lemma A1

In this appendix we state an auxiliary result that states Donskerness and stochastic equicon-
tinuity. Let F ≡ {ψθ(y, x), θ ∈ Θ}, and define the following empirical process notation for
w = (y, x):

f 7→ En[f(w)] =
1

n

n∑
i=1

f(wi) f 7→ Gn[f(w)] =
1√
n

n∑
i=1

(f(wi)− Ef(wi)).

We follow the literature using empirical process exploiting the monotonicity and bound-
edness of the indicator function, the boundedness of the moments of x and y, and that the
problem is a parametric one.

Lemma A1. Under Assumptions A1-A4 F is Donsker. Furthermore,

θ 7→ Gnψθ(y, x)

is stochastically equicontinuous, that is

sup
‖θ−θ0‖≤δn

∥∥Gnψθ(y, x)−Gnψθ0(y, x)
∥∥ = op(1),

for any δn ↓ 0.

Proof: Note that a class F of a vector-valued functions f : x 7→ Rk is Donsker if each of
the classes of coordinates fi : x 7→ Rk with f = (f1, ..., fk) ranging over F(i = 1, 2, ..., k) is
Donsker (van der Vaart, 1998, p.270).
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The first element of the vector is ψ1θ(y, x) = (τ − 1(yi < x′iβ))xi
σ

. Note that the func-
tional class A = {τ − 1{yi < x′iβ}, τ ∈ T , β ∈ B} is a VC subgraph class and hence
also Donsker class, with envelope 2. Its product with x also forms a Donsker class with a
square integrable envelope 2 · maxj |xj|, by Theorem 2.10.6 in van der Vaart and Wellner
(1996) (VW henceforth). Finally, the class F1 is defined as the product of the latter with
1/σ, which is bounded. Thus, by assumption A4 F1 is Donsker. Now define the process
h1 = (β, τ, σ) 7→ Gnψ1θ(y, x). Using the established Donskerness property, this process is
Donsker in l∞(F1).

The second element of the vector is ψ2θ(y, x) =
(

1−2τ
τ(1−τ)

− (yi−x′iβ)

σ

)
. Define

H = {(yi − x′iβ), β ∈ B}.

Note that
|(yi − x′iβ1)− (yi − x′iβ2)| = |x′i(β2 − β1)| ≤ ‖xi‖‖β2 − β1‖,

where the inequality follows from Cauchy-Schwartz inequality. Thus by Assumptions A3-A4
and Example 19.7 in van der Vaart (1998) the class H is Donsker. Moreover, H belongs to
a VC class satisfying a uniform entropy condition, since this class is a subset of the vector
space of functions spanned by (y, x1, ..., xp), where p is the fixed dimension of x, so Lemma
2.6.15 of VW shows the desired result. Thus, by Example 2.10.23 (and Theorem 2.10.20) in
VW the class defined by 1/σ H is Donsker, because the envelope of H (|y| + const ∗ |x|) is
square integrable by assumptions A3-A4. Thus F2 is Donsker. Using the same arguments
as in the previous case we can define h2 = (β, τ, σ) 7→ Gnψ2θ(y, x), and by the established
Donskerness property, this process is Donsker in l∞(F2).

The third element of the vector is ψ3θ(y, x) =
(
− 1
σ

+ 1
σ2ρτ (yi − x′iβ)

)
. Consider the

following empirical process defined by J = {ρτ (yi − x′iβ), τ ∈ T , β ∈ B}. This is Donsker
by an application of Theorem 2.10.6 in VW. Finally, as in the previous cases define h3 =
(β, τ, σ) 7→ Gnψ3θ(y, x), and by the established Donskerness property, this process is Donsker
in l∞(F3).

Now we turn our attention to the stochastic equicontinuity. The process θ 7→ Gnψθ(y, x)
is stochastically equicontinuous over Θ with respect to a L2(P ) pseudometric.6 First, as in
Angrist, Chernozhukov, and Fernández-Val (2006) and Chernozhukov and Hansen (2006),
we define the distance d as the following L2(P ) pseudometric

d(θ′, θ′′) =
√
E ([ψθ′ − ψθ′′ ]2).

Thus, as ‖θ − θ0‖ → 0 we need to show that

d(θ, θ0)→ 0, (28)

6See e.g. Kosorok (2008, p. 405) for a sufficient condition for stochastic equicontinuity.
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and therefore, by Donskerness of θ 7→ GnΨθ(y, x), we have

Gnψθ(y, x) = Gnψθ0(y, x) + op(1),

that is
sup

|θ−θ0|≤δn
‖Gnψθ(y, x)−Gnψθ0(y, x)‖ = op(1).

To show (28), first note that

d(θ′, θ) =
√
E ([ψ1θ′ − ψ1θ]2)

=

√
E

([
(τ ′ − 1(y − xβ′)) x

σ′
− (τ − 1(y − xβ))

x

σ

]2
)

≤
[(

E
∣∣∣ 1

σ′
(τ ′ − 1(y − xβ′))− 1

σ
1(τ − (y − xβ))

∣∣∣ 2(2+ε)ε

) ε
(2+ε)

·
(
E(|x|2)

2+ε
2

) 2
(2+ε)

] 1
2

=

(
E
∣∣∣( τ ′
σ′
− τ

σ
) + (

1

σ
1(y ≤ xβ)− 1

σ′
1(y ≤ xβ′))

∣∣∣ 2(2+ε)ε

) ε
2(2+ε)

·
(
E(|x|2)

2+ε
2

) 1
(2+ε)

≤
[(

E
(∣∣∣ τ ′
σ′
− τ

σ

∣∣∣) 2(2+ε)
ε

) ε
2(2+ε)

+

(
E
(∣∣∣ 1
σ

1(y ≤ xβ)− 1

σ′
1(y ≤ xβ′)

∣∣∣) 2(2+ε)
ε

) ε
2(2+ε) ]

·
(
E(|x|2)

2+ε
2

) 1
(2+ε)

≤
[∣∣∣ τ ′
σ′
− τ

σ

∣∣∣+

(
E
∣∣∣ḡ · x′(β′

σ′
− β

σ
)
∣∣∣) ε

2(2+ε) ]
·
(
E‖x‖2+ε

) 1
(2+ε)

≤
[∣∣∣ τ ′
σ′
− τ

σ

∣∣∣+

(
ḡE‖x‖

∥∥∥β′
σ′
− β

σ

∥∥∥) ε
2(2+ε) ]

·
(
E‖x‖2+ε

) 1
(2+ε) ,

where the first inequality is Holder’s inequality, the second is Minkowski’s inequality, the
third is a Taylor expansion as in Angrist, Chernozhukov, and Fernández-Val (2006) where ḡ
is the upper bound of g(y|x) (using A2), and the last is Cauchy-Schwarz inequality.
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Now rewrite ψ2θ(y, x) =
(
σ 1−2τ
τ(1−τ)

− (y − x′β)
)

and

d(θ′, θ) =
√
E ([ψ2θ′ − ψ2θ]2)

=

√
E

([
σ′

1− 2τ ′

τ ′(1− τ ′)
− (y − x′β′)− σ 1− 2τ

τ(1− τ)
+ (y − x′β)

]2
)

=

√
E

(∣∣∣σ′ 1− 2τ ′

τ ′(1− τ ′)
− σ 1− 2τ

τ(1− τ)
+ (x′(β − β′))

∣∣∣2)
≤
(
E
∣∣∣σ′ 1− 2τ ′

τ ′(1− τ ′)
− σ 1− 2τ

τ(1− τ)

∣∣∣2)1/2

+
(
E|x′(β − β′)|2

)1/2

≤
(
E
∣∣∣σ′ 1− 2τ ′

τ ′(1− τ ′)
− σ 1− 2τ

τ(1− τ)

∣∣∣2)1/2

+ ‖β′ − β‖
(
E‖x‖2

)1/2
,

where the first inequality is given by Minkowski’s inequality

(E|X + Y |p)1/p ≤ (E|X|p)1/p + (E|Y |p)1/p, for p ≥ 1,

and the second inequality is Cauchy-Schwarz inequality.

Finally, rewrite ψ3θ(y, x) = (−σ + ρτ (y − x′β)), and thus

d(θ′, θ) =
√
E ([ψ3θ′ − ψ3θ]2)

=

√
E

([
− σ′ + ρτ ′(y − xβ′) + σ − ρτ (y − xβ)

]2
)

=

√
E

([
− σ′ + σ + ρτ ′(y − xβ′)−

1

σ2
ρτ (y − xβ)

]2
)

≤
√
E (−σ′ + σ)2 +

√
E

([
ρτ ′(y − xβ′)− ρτ (y − xβ)

]2
)

≤ |σ − σ′|+
√
E
([
‖x(β′ − β)‖+ |τ ′ − τ |(y − xβ)

]2)
≤ |σ − σ′|+

(
E
[
‖x‖‖β′ − β‖

]2)1/2

+
(
E
[
|τ ′ − τ |(y − xβ)

]2)1/2

= |σ − σ′|+ ‖β′ − β‖
(
E‖x‖2

)1/2
+ |τ ′ − τ |

(
E[(y − xβ)]2

)1/2

≤ const · (|σ − σ′|+ ‖β′ − β‖+ |τ ′ − τ |),

where the first inequality is is given by Minkowski’s inequality, the second inequality is given
by QR check function properties as ρτ (x+ y)− ρτ (y) ≤ 2|x| and ρτ1(y−x′t)− ρτ2(y−x′t) =
(τ2 − τ1)(y − x′t). Third inequality is Cauchy-Schwarz inequality. Fourth is Minkowski’s
inequality. Last inequality uses assumption A4.
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Thus, ‖θ′− θ‖ → 0 implies that d(θ′, θ)→ 0 in every case, and therefore, by Donskerness
of θ 7→ Gnψθ(y, x) we have that

sup
‖θ−θ0‖≤δn

‖Gnψθ(y, x)−Gnψθ0(y, x)‖ = op(1).
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ABSTRACT

This paper considers the problem of testing the intercepts of two simple linear models fol-
lowing a pre-test on the suspected equality of slopes. The unrestricted test (UT), restricted
test (RT) and pre-test test (PTT) are proposed from the M-tests using the M-estimation
methodology. The asymptotic power functions of the UT, RT and PTT are given. The com-
putational comparisons of power function of the three tests are provided. The PTT achieves
a reasonable dominance over the other two tests asymptotically.

Keywords: Two parallel regression lines, pre-test, asymptotic power and size, M-estimation,
local alternative hypothesis, bivariate non-central chi-square.

1. INTRODUCTION

A researcher may model independent data sets from two random samples for two separate
groups of respondents. Often, the researcher may wish to know whether the regression
lines for the two groups are parallel (i.e. slopes of the two regression lines are equal) or
whether the lines have the same intercept on vertical-axis. An interesting situation would
be if the researcher decides to test the equality of the intercepts when the equality of slopes
is suspected, but not sure.

Data for this problem can be represented by the following two simple linear regression
equations

X1n1
= θ11n1 + β1c1 + ε1 and X2n2

= θ21n2 + β2c2 + ε2. (1.1)

For the first data set, X1n1
= (X11 , . . . , X1n1

)′ is a vector of n1 observable response random
variables, 1n1 = (1, 1, . . . , 1)′, is an n1 tuple of 1’s, c1 = (c11 , . . . , c1n1 )

′ is a vector of n1

independent variables, θ1 and β1 are the unknown intercept and slope parameters respec-
tively. For the second data set, X2n2

= (X21 , . . . , X2n2
)′ is a vector of n2 observable response

random variables, 1n2 = (1, 1, . . . , 1)′, is an n2 tuple of 1’s, c2 = (c21 , . . . , c2n2 )
′ is a vector of

1On leave from Institute of Mathematical Sciences, Faculty of Sciences, University of Malaya, Malaysia.
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n2 independent variables, θ2 and β2 are the unknown intercept and slope parameters respec-
tively. Assume the error εji = Xji − θj − βjcji , for i = 1, . . . , nj and j = 1, 2 are mutually
independent and identically distributed with cdf F.

The researcher may wish to test the intercept vector θ = (θ1, θ2)
′ of the two regression

lines equal to a fixed vector θ0 = (θ01, θ02)
′ while it not sure if the two slope parameters

are equal. In this situation, three different scenarios associated with the value of the slopes
are considered: the value of the slopes would either be (i) completely unspecified, (ii) equal
at an arbitrary constant, β0, or (iii) suspected to be equal at an arbitrary constant, β0.
The unrestricted test (UT), the restricted test (RT) and the pre-test test (PTT) are defined
respectively for the three scenarios of the slope parameters. Thus, the UT is for testing
H

(1)
0 : θ = θ0 against H

(1)
A : θ > θ0 when β = (β1, β2)

′ is unspecified, the RT is for testing

H
(1)
0 : θ = θ0 against H

(1)
A : θ > θ0 when β = β012 (fixed vector) and the PTT is for testing

H
(1)
0 : θ = θ0 against H

(1)
A : θ > θ0 after pre-testing H⋆

0 : β = β012 against H⋆
A : β > β012

(to remove the uncertainty). The PTT is a choice between the UT and the RT. If the null
hypothesis H⋆

0 is rejected in the pre-test (PT), then the UT is used, otherwise the RT is
used.

The inclusion of non-sample prior information (NSPI) in the parameter estimation usually
improve the quality of an estimator. In many cases, the prior information is available as
a suspected value of the parameter interest. However, such a prior value is likely to be
uncertain. This has led to the suggestion of pre-testing the suspected value to remove
the uncertainty. The idea of pre-testing by Bancroft (1964) arouses a number of studies
in literature. Akritas et al. (1984), Lambert et al. (1985a) and Khan (2003) are among
authors who considered the problem of estimating the intercepts parameters when it is
apriori suspected that the regression lines are parallel.

In literature, the effects of pre-testing on the performance of the ultimate test are studied
for some parametric cases by Bechhofer (1951), Bozivich et al. (1956) and Mead et al. (1973).
For nonparametric cases, Tamura (1965) investigated the performance of the PTT for one
sample and two sample problem while Saleh and Sen (1982, 1983) developed the PTT for the
simple linear model and multivariate simple model using nonparametric rank tests. Lambert
et al. (1985b) used least-squares (LS) based tests to propose the UT, RT and PTT for the
parallelism model. However, LS estimates are non robust with respect to deviation from the
assumed (normal) distribution (c.f. Jurečková and Sen, 1996, p.21), so, it is suspected that
the UT, RT and PTT defined using the LS based tests are also non robust. In this paper,
the M-test which is originally proposed by Sen (1982) to test the significance of the slope
is used to define the UT, RT and PTT. Recently, Yunus and Khan (2010) used M-tests to
define the UT, RT and PTT for the simple linear regression model.

The comparison of the power of the UT, RT and PTT are studied by Lambert et al.
(1985b) analytically. The cdf of the bivariate noncentral chi-square distribution is required
to compute the power of the PTT. The bivariate noncentral chi-square distribution function
used in their paper is complicated and not practical for computation, so there is no graphical
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representation on the comparison of the power of the tests provided in their paper. In this
paper, Yunus and Khan (2009) is referred for the computation of the cdf of the bivariate
noncentral chi-square distribution.

Along with some preliminary notions, the UT, RT and PTT are proposed in Sections 2.
In Section 3, the asymptotic power functions for UT, RT and PTT are given. The graphical
representation is given in Section 4. The final Section contains comments and conclusion.

2. THE UT, RT AND PTT

2.1 THE UNRESTRICTED TEST (UT)

If β is unspecified, ϕUTn is the test function of H
(1)
0 : θ = θ0 against H

(1)
A : θ > θ0. We

consider the test statistic[
TUTn = n−1Mn1(θ0, β̃)

′Λ⋆
0
−1Mn1(θ0, β̃)

S
(1)
n

2 ,

]

where β̃ = 1
2
[sup{b : Mn2(θ0, b) > 0}+ inf{b : Mn2(θ0, b) < 0}] is a constrained M-estima-

tor of β under H
(1)
0 . For a = (a1, a2)

′ and b = (b1, b2)
′, vectors of real numbers aj and bj, j =

1, 2, Mn1(a, b) =
(
M

(1)
n1 (a1, b1),M

(2)
n1 (a2, b2)

)′
andMn2(a, b) =

(
M

(1)
n2 (a1, b1),M

(2)
n2 (a2, b2)

)′
where

M (j)
n1

(aj, bj) =

nj∑
i=1

ψ

(
Xji − aj − bjcji

Sn

)
and

M (j)
n2

(aj, bj) =

nj∑
i=1

cjiψ

(
Xji − aj − bjcji

Sn

)
.

Here, Sn is an appropriate scale statistic for some functional S = S(F ) > 0 and ψ is the

score function in the M-estimation methodology. Note, Λ⋆
0 = Diag

(
λ1C⋆1

2

C⋆1
2+c̄21

,
λ2C⋆2

2

C⋆2
2+c̄22

)
, where

λj = limn→∞
nj
n

(0 < λj < 1) with n = n1+n2. Also, limn→∞ n−1
∑nj

i=1 cji = λj c̄j (|c̄j| <∞)
and limn→∞ n−1C⋆

nj
2 = λjC

⋆
j
2, where C⋆

nj
2 =

∑nj
i=1 c

2
ji
− nj c̄

2
nj

and c̄nj = n−1
j

∑nj
i=1 cji . Let

S
(1)
n

2
= 1

n

∑2
j=1

∑nj
i=1 ψ

2

(
Xij−θ0j−β̃jcji

Sn

)
. The asymptotic results in Yunus and Khan (2010)

is adapted for the parallelism model. Thus, we find TUTn is χ2
2 (chi-square distribution with

2 degrees of freedom).

Let ℓUTn,α1
be the critical value of TUTn at the α1 level of significance. So, for the test function

ϕUTn = I(TUTn > ℓUTn,α1
), the power function of the UT becomes ΠUT

n (θ) = E(ϕUTn |θ) =
P (TUTn > ℓUTn,α1

|θ), where I(A) is an indicator function of the set A. It takes value 1 if A
occurs, otherwise it is 0.
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2.2 THE RESTRICTED TEST (RT)

If β = β012, the test function for testing H
(1)
0 : θ = θ0 against H

(1)
A : θ > θ0 is ϕRTn . The

proposed test statistic is[
TRTn = n−1Mn1(θ0, β012)

′Λ0
−1Mn1(θ0, β012)

S
(2)
n

2 ,

]

where S
(2)
n

2
= 1

n

∑2
j=1

∑nj
i=1 ψ

2
(
Xij−θ0j−β0cji

Sn

)
and Λ0 = Diag(λ1, λ2). Again, using the

asymptotic results in Yunus and Khan (2010) and adapt them for use in the parallelism

model, we obtain for large n, TRTn is χ2
2 under H

(2)
0 : θ = θ0,β = β012. Again, let ℓ

RT
n,α2

be the
critical value of TRTn at the α2 level of significance. So, for the test function ϕ

RT
n = I(TRTn >

ℓRTn,α2
), the power function of the RT becomes ΠRT

n (θ) = E(ϕRTn |θ) = P (TRTn > ℓRTn,α2
|θ).

2.3 THE PRE-TEST (PT)

For the pre-test on the slope, the test function of H⋆
0 : β = β012 against H⋆

A : β > β012 is
ϕPTn . The proposed test statistic is[

T PTn = n−1Mn2(θ̃, β012)
′Λ⋆

2
−1Mn2(θ̃, β012)

S
(3)
n

2 ,

]

where θ̃ = 1
2
[sup{a : Mn1(a, β012) > 0} + inf{a : Mn1(a, β012) < 0}] is a constrained M-

estimator of θ and S
(3)
n

2
= 1

n

∑2
j=1

∑nj
i=1 ψ

2

(
Xij−θ̃j−β0cji

Sn

)
and Λ⋆

2 = Diag (λ1C
⋆
1
2, λ2C

⋆
2
2).

It follows that as n→ ∞, T PTn
d→ χ2

2 under H⋆
0 .

2.4 THE PRE-TEST-TEST (PTT)

We are now in the position to formulate ϕPTTn for testing H
(1)
0 following a pre-test on β.

Since the PTT is a choice between RT and UT, define,

ϕPTTn = I[(T PTn < ℓPTn,α3
, TRTn > ℓRTn,α2

) or (T PTn > ℓPTn,α3
, TUTn > ℓRTn,α1

)], (2.1)

where ℓPTn,α3
is the critical value of T PTn at the α3 level of significance. The power function of

the PTT is given by

ΠPTT
n (θ) = E(ϕPTTn |θ) (2.2)

and the size of the PTT is obtained by substituting θ = θ0 in equation (2.2).
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3. ASYMPTOTIC POWER FUNCTIONS

Let {K⋆
n} be a sequence of alternative hypotheses, where

K⋆
n : (θ,β) = (θ0 + n− 1

2δ1, β012 + n− 1
2δ2), (3.1)

with δ1 = n
1
2 (θ − θ0) > 0 and δ2 = n

1
2 (β − β012) > 0. Here, δ1 = (δ11 , δ12)

′, δ2 = (δ21 , δ22)
′

are vectors of fixed real numbers.

Under {K⋆
n}, for large sample, asymptotically (TRTn , T PTn ) are independently distributed

as bivariate non-central chi-square distribution with 2 degrees of freedom and (TUTn , T PTn )
are distributed as correlated bivariate non-central chi-square distribution with 2 degrees of
freedom and non-centrality parameters,

θUT = (γΛ⋆
0δ1)

′ Λ⋆
0
−1 (γΛ⋆

0δ1) /σ
2
0 (3.2)

θRT = [γ(Λ0δ1 +Λ12δ2)]
′ Λ0

−1 [γ(Λ0δ1 +Λ12δ2)] /σ
2
0, (3.3)

θPT = (γΛ⋆
2δ2)

′ Λ⋆
2
−1 (γΛ⋆

2δ2) /σ
2
0, (3.4)

where Λ12 = Diag(λ1c̄1, λ2c̄2), σ
2
0 =

∫∞
−∞ ψ2(z/S)dF (z) and γ =

∫∞
−∞

1
S
ψ′(z/S)dF (z).

Thus, under {K⋆
n}, the asymptotic power functions for the UT, RT and PT which are

denoted by Πh(δ1, δ2) for h any of the UT,RT and PT, are defined as

Πh(δ1, δ2) = lim
n→∞

Πh
n(δ1, δ2) = lim

n→∞
P (T hn > ℓhn,αν |K

⋆
n) = 1−G2(χ

2
2,αν ; θ

h), (3.5)

where is G2(χ
2
2,αν , θ

h) is the cdf of a non-central chi-square distribution with 2 degre es of
freedom and non-centrality parameter θh. The level of significance, αν , ν = 1, 2, 3 are chosen
together with the critical values ℓhn,αν for the UT, RT and PT. Here, χ2

2,α is the upper 100α%

critical value of a central chi-square distribution and ℓUTn,α1
→ χ2

2,α1
under H

(1)
0 , ℓRTn,α2

→ χ2
2,α2

under H
(2)
0 and ℓPTn,α3

→ χ2
2,α3

under H⋆
0 .

For testing H
(1)
0 following a pre-test on β, using equation (2.1), the asymptotic power

function for the PTT under {K⋆
n} is given as

ΠPTT (δ1, δ2)

= lim
n→∞

P (T PTn ≤ ℓPTn,α3
, TRTn > ℓRTn,α2

|K⋆
n) + lim

n→∞
P (T PTn > ℓPTn,α3

, TUTn > ℓUTn,α1
|K⋆

n)

= G2(χ
2
2,α3

; θPT ){1−G2(χ
2
2,α2

; θRT )}+
∫
χ2
2,α1

∫
χ2
2,α3

ϕ⋆(w1, w2)dw1dw2,

(3.6)

where ϕ⋆(·) is the density function of a bivariate non-central chi-square distribution with
2 degrees of freedom, non-centrality parameters, θUT and θPT and correlation coefficient
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−1 < ρ < 1. The probability integral in (3.6) is given by∫
χ2
2,α1

∫
χ2
2,α3

ϕ⋆(w1, w2)dw1dw2

=
∞∑
j=0

∞∑
k=0

∞∑
κ1=0

∞∑
κ2=0

(1− ρ2)p
Γ(1 + j)

Γ(1)j!

Γ(1 + k)

Γ(1)k!
ρ2(j+k)

×
[
1− γ⋆

(
1 + j + κ1,

χ2
2,α1

2(1− ρ2)

)][
1− γ⋆

(
1 + k + κ2,

χ2
2,α3

2(1− ρ2)

)]
×e

−θUT /2(θUT/2)κ1

κ1!

e−θ
PT /2(θPT/2)κ2

κ2!
. (3.7)

Let ρ2 =
∑2

j=1
1
2
ρ2j be the mean correlation, where ρj = −cj/

√
C⋆
j
2 + c̄2j is the correlation

coefficient between
(
M

(j)
n1 (θ0j , β̃j),M

(j)
n2 (θ̃j, β0)

)
. Here, γ⋆(v, d) =

∫ d
0
xv−1 e−x/Γ(v)dx is the

incomplete gamma function. For details on the evaluation of the bivariate integral, see Yunus
and Khan (2009). The density function of the bivariate noncentral chi-square distribution
given above is a mixture of the bivariate central chi-square distribution of two central chi-
square random variables (see Gunst and Webster, 1973, Wright and Kennedy, 2002), with
the probabilities from the Poisson distribution. Krishnaiah et al., 1963, Gunst and Webster,
1973 and Wright and Kennedy, 2002)

4. ILLUSTRATIVE EXAMPLE

The power functions given in equations (3.5) and (3.6) are computed for graphical view. The
non-centrality parameters for UT, RT and PT respectively are

θUT =

 ξ11λ1
C⋆1

2

C⋆1
2+c̄21

ξ12λ2
C⋆2

2

C⋆2
2+c̄22

′  λ1
C⋆1

2

C⋆1
2+c̄21

0

0 λ2
C⋆2

2

C⋆2
2+c̄22

−1  ξ11λ1
C⋆1

2

C⋆1
2+c̄21

ξ12λ2
C⋆2

2

C⋆2
2+c̄22

 ,
θRT =

[
ξ11λ1 + ξ21λ1c̄1
ξ12λ2 + ξ22λ2c̄1

]′ [
λ1 0
0 λ2

]−1 [
ξ11λ1 + ξ21λ1c̄1
ξ12λ2 + ξ22λ2c̄1

]
and

θPT =

[
ξ21λ1C

⋆
1
2

ξ22λ2C
⋆
2
2

]′ [
λ1C

⋆
1
2 0

0 λ2C
⋆
2
2

]−1 [
ξ21λ1C

⋆
1
2

ξ22λ2C
⋆
2
2

]
,

where ξkl = δklγ/σ0 for k, l = 1, 2 and δ1l =
√
n(θl − θ0l) and δ2l =

√
n(βl − β0l).

A special case of the two sample problem (Saleh, 2006, p.67) is considered with nj =
nj1 + nj2 for j = 1, 2, nj1/nj → 1 − P , cj1 = . . . = cjn1 = 0 and cjn1+1 = . . . = cjn = 1. So

c̄j = 1−P and C⋆
j
2 = P (1−P ). In this example, let P = 0.5 and α1 = α2 = α3 = α = 0.05.
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Figure 1: Graphs of power functions as a function of (b) ((= ξ21 = ξ22)) for selected values of
(ξ11) and (ξ12) with (c̄ > 0) and (α1 = α2 = α3 = α = 0.05). Here, (ξkl = δklγ/σ0, k, l = 1, 2.)

Also, let n1, n2 = 50 so n = n1+n2 = 100. As a result, the correlation coefficient, ρj, j = 1, 2
for both regression lines are the same since c̄21 = c̄22 = c̄2 for both samples, (Xn1 , c1) and
(Xn2 , c2) of the two regression lines. Note, in plotting the power functions for the PTT, a
bivariate non-central chi-square distribution is used.

Let ξ11 = ξ12 = a and ξ21 = ξ22 = b. Figure 1 shows the power of the test against b at
selected values of ξ11 and ξ12 . A test with higher size and lower power is a test which makes
small probability of Type I and Type II errors. In Figure 1, the UT has the smallest size
and the PTT has smaller size than that of the RT. The RT has the largest power as b grows.
The PTT has larger power than that of the UT except for large b. In Figure 2, power of the
UT, RT and PTT are plotted against a at selected values of ξ21 and ξ22 . As a grows large,
power of all tests grow large too. Although the power of the UT and RT are increasing to 1
as a is increasing, the power of the PTT is increasing to a value that is less than 1.

Although the NSPI on the slopes parameters may be uncertain, there is a high possibility
that the true values are not too far from the suspected values. Therefore, the study on the
behaviour of the three tests when the suspected NSPI values is not too far away from that
under the null hypothesis is more realistic.
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Figure 2: Graphs of power functions as a function of (a) ((= ξ12 = ξ12)) for selected values of
(ξ21) and (ξ22) with (c̄ > 0) and (α1 = α2 = α3 = α = 0.05). Here, (ξkl = δklγ/σ0, k, l = 1, 2.)

5. COMMENTS AND CONCLUSION

The sampling distributions of the UT, RT and PT follow a univariate noncentral chi-square
distribution under the alternative hypothesis when the sample size is large. However, that
of the PTT is a bivariate noncentral chi-square distribution as there is a correlation between
the UT and PT. Note that there is no such correlation between the RT and PT.

The size of the RT reaches 1 as b (a function of the difference between the true and
suspected values of the slopes) increases. This means the RT does not satisfy the asymptotic
level constraint, so it is not a valid test. The UT has the smallest constant size; however, it
has the smallest power as well, except for very large values of b, that is, when b > q, where
q is some positive number. Thus, the UT fails to achieve the highest power and lowest size
simultaneously. The PTT has a smaller size than the RT and its size does not reach 1 as b
increases. It also has higher power than the UT, except for b > q.

Therefore, if the prior information is not far away from the true value, that is, b is near 0
(small or moderate), the PTT has a smaller size than the RT and more power than the UT.
So, the PTT is a better compromise between the two extremes. Since the prior information
comes from previous experience or expert assessment, it is reasonable to expect b should
not be too far from 0, although it may not be 0, and hence the PTT achieves a reasonable
dominance over the other two tests in a more realistic situation.
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ABSTRACT

The contribution of this paper is both methodological and empirical. It develops method-
ologies to examine the convergence hypothesis under cross sectional dependence in panel
data framework. The proposed tests are shown to follow standard distributions and are free
from nuisance parameters. A detailed Monte Carlo study is then carried out to evaluate the
performance of these tests in terms of size and power. The tests are then applied to find the
nature of convergence in real per capita income across various groups of countries. Findings
are stunning in nature. There are no convergences across any group of countries including
the EU and the OECD in terms of real per capita income. However, conditional convergence
is observed among the members of both EU and OECD in terms of growth rates. Finally,
absolute convergence in growth rates is evidenced only for the EU group.
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ABSTRACT 

 

Background: Fine and Gray (JASA, 1999) developed a regression model on the subdistribution 

hazard (SDH) in a competing risks setting with right censored data.  

Objective: To extend estimation and inference on the SDH to left truncated data and time 

dependent covariates.  

Methods: The standard estimator for the cause specific cumulative incidence (CSCI) is shown to 

have an equal representation as a product limit form based on an estimator of the SDH. This 

estimator differs from the standard estimator of the cause specific hazard only in the definition of 

the risk set: individuals with an earlier competing event remain in the risk set with a weight that 

depends on product-limit estimates of the censoring and truncation distributions. Using the 

counting process style notation, estimation of any aspect that is directly related to the SDH can 

be estimated using standard software, if the software allows for the inclusion of time-dependent 

weights. In a simulation study, results with right censored data only from the survival R package 

are compared with the cmprsk R package. 

Results: Estimates of CSCI and SDH parameters are equal to results from the cmprsk package. 

Standard errors are different. For CSCI this is explained by a different choice of scale on which 

standard errors are calculated. For the SDH regression it is explained by the use of a robust 

estimator of the standard error in the cmprsk package. In our simulation study, the robust 

estimator performs worse, yielding too small coverage probabilities of the 95% confidence 

intervals. 

Conclusion: No special software is needed for competing risks analyses. The standard survival 

R package has better performance with respect to standard errors and confidence intervals than 

the cmprsk package. 

mailto:n.fieller@sheffield.ac.uk
mailto:R.B.Geskus@amc.uva.nl


248 

 

Proceedings of the Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X), Volume I, 

The Islamic Countries Society of Statistical Sciences, Lahore: Pakistan, (2010): 248–254. 

 

APPLICATION OF THE PROSPECTIVE SPACE-TIME SCAN STATISTIC FOR 

DETECTING MALARIA CASES HOTSPOTS IN BANGKA DISTRICT, INDONESIA 

 

Asep Saefuddin
1
 and Etih Sudarnika

2
 

1
Department of Statistics, Faculty of Mathematics and Science, IPB, 16680, Darmaga, Bogor, 

Indonesia 
2
Laboratory of Epidemiology, Faculty of Veterinary Medicine, IPB, 16680, Darmaga, Bogor, 

Indonesia 

E-mail: 
1
asaefuddin@gmail.com, 

2
etih23@yahoo.com

 

 

ABSTRACT 

 

Malaria is one of the complex health problems in Indonesia. The disease is still listed high 

priority due to its high mortality rate, especially among children under five years old, and its fatal 

impact on pregnant woman.  The aim of this study was to apply cluster detection method for 

detecting disesase outbreaks in the malaria surveillance system in Bangka District, Bangka 

Belitung Province, Indonesia. Bangka is one of the malaria endemic areas in Indonesia. The 

cluster detection method used is the Prospective Kulldorff's space-time scan statistic. The 

research was conducted in a one year period, starting from September 2007 to September 2008. 

The malaria cases data were recorded from eleven public health center facilities in Bangka 

Districts, based on confirmed lab examinations. The results showed that the primary emerging 

cluster was Sinar Baru with a cluster period from January 2008 to July 2008. The secondary 

emerging cluster was Kenanga with a cluster period from January 2008 to July 2008.  The 

conclusions were Sinar Baru and Kenanga were the areas which need further investigation and 

priority in the disease control and surveillance. 

 

Keywords: malaria, space-time clustering, spatial statistics 

 

1. INTRODUCTION 

 

Background 

Malaria is an infectious disease caused by a parasite from the plasmodium genus and is spread 

through the bite of the Anopheles mosquito. Its general symptoms include periodic fevers, 

anemia, bubonic, and other symptoms related to its effect on other organs such as the brain, liver, 

and kidneys (WHO 2007, Wikipedia 2007). 

Indonesia is a country endemic of malaria. Indonesia is a tropical region with high rainfall and 

swampy topography which then enhance the life cycle of the Anopheles mosquito as the vector 

of malaria (Jamal, 2009). According to the Indonesian Malaria Endemic Map, it is predicted that 

in 2007 45% of Indonesia’s population live in areas endemic with malaria. One of the areas 

endemic with malaria is the Bangka district, Bangka Belitung province. This area is categorized 

mailto:asaefuddin@gmail.com
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as medium endemic with malaria with an AMI of 29.3 per 1000 person in the year 2007 

(Indonesian Health Department, 2008). 

Generally, malaria is endemic in small villages with poor sanitation, bad transportation and 

communication facilities, hard to access healthcare services, low social economy levels, and 

unhealthy community lifestyles. Locations and social conditions like these are not uncommon in 

Indonesia.  Aside to activities such as early diagnosis, quick and proper medication, fogging, and 

larva and vector control, surveillance is also an essential activity in the effort to reduce the 

number of cases and deaths caused by malaria.  

Through surveillance, quick preventive actions can be conducted in certain malaria hotspots to 

better control the disease. Thus, it is necessary to conduct a geospatial statistical analysis to help 

analyze the surveillance data in order to find out when and where serious actions must be 

conducted, and so that the area gets first priority in handling malaria.  

The objective of this research was to conduct a space-time scan statistic to detect malaria 

hotspots in Bangka district, Indonesia. 

 

2. RESEARCH METHODS 

 

2.1. Study Area 

 

The Bangka district is located on Bangka Island covering an area of approximately 295.068 Ha 

populated by 237.053 people or 80 people per sq km. It has a tropical climate with rainfalls 

between 18.5 to 394.7 mm each month, reaching its lowest point in August. The temperature 

ranges between 26.2
0
C to 28,3

0
C and the humidity varies from 71% to 88%. The light intensity 

is around 18% to 66.1% and the air pressure varies from 1009.1 to 1011.1 mb.  

The mining sector is one of Bangka’s main sectors. The district is rich with tin and other mining 

goods and has a relatively high reserve. Thus, Bangka district has many abandoned mines 

containing ponds and puddles resulting from former mining activities. These ponds and puddles 

are potential breeding grounds for mosquitoes. The Bangka district has different topography, 

consisting of 4% hills, 25% swamps, and lowlands for the rest of the areas (Central Statistics 

Agency (BPS) and the Bangka District Regional Development Agency (BAPEDA) 2007).  

Overall, Bangka’s climate, topography, and environmental conditions are suitable for sustaining 

the Anopheles mosquito life cycle.   

 

2.2. Data Collection and Management 

Data collection was done monthly by collecting lab examination notes from every public health 

center (puskesmas) in the Bangka district. There were 11 puskesmas working areas spread 

throughout 8 sub districts in the Bangka district. They were Puskesmas Sungai Liat, Sinar Baru 

and Kenanga in sub district Sungai Liat, Puskesmas Bakam in sub district Bakam, Puskesmas 

Petaling in sub district Mendo Barat, Puskesmas Gunung Muda and Belinyu in sub district 

Belinyu, Puskesmas Pemali in sub district Pemali, Puskesmas Riau Silip in sub district Riau 

Silip, Puskesmas Puding Besar in sub district Puding Besar, and Puskesmas Batu Rusa in sub 

district Merawang. The definition of a malaria case in the study was a person positively 

diagnosed with malaria after a Plasmodium parasite lab check. Data resulting from clinical 

examinations and Rapid Diagnostic Tests were not considered as cases. If a puskesmas had a 
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positive case but the person did not live in the area, then the case was moved to the puskesmas 

where the person lives. Each puskesmas location was mapped using Geography Positioning 

System (GPS) technology. The data used was the malaria cases that occured from June 2007 to 

July 2008. The demographic data used was obtained from the Central Statistics Agency (BPS) 

and the Bangka district Regional Development Agency (Bapeda). Every person in the area is 

assumed possible of being infected by malaria. 

 

2.3. Statistical Analysis 

The geospatial analysis used in this research is the prospective space-time scans statistics 

developed by Kulldorff in 1997. The data was assumed to spread in a Poisson spread and was 

analyzed using SatScan 7.0 software. Kulldorff 2001 mentioned that the prospective space-time 

scan statistics uses a cylindrical window in three dimensions. The base of cylinder represents 

space, whereas height represents time. The cylinder is flexible its circular geographical base as 

well as in its starting date, independently of each other. In mathematical notation, let [Y1, Y2] be 

the time interval for which data exist, and let s and t be the start and end dates of the cylinder 

respectively. We then consider all cylinders for which Y1 ≤ s ≤ t ≤ Y2 and t ≥ Ym, where Ym is the 

time periodic surveillance began. Conditioning on the observed total number of cases, N, the 

definition of the spatial scan statistic S is the maximum likelihood ratio over all possible circles 

Z, 
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where L(Z) is the maximum likelihood for circle Z, expressing how likely the observed data are 

given a differential rate of events within and outside the zone, and where L0 is the likelihood 

function under the null hypothesis. 

Let nz be the number of cases in circle Z. For the Poisson model, let (Z) be the expected number 

under the null hypothesis, so that (A) = N for A, the total region under study. It can then be 
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if nZ > (Z) and L(Z)/ L0 = 1 otherwise. 

(2) 

 

3. RESULTS AND DISCUSSION 

 

With its swampy and water surrounded ecology and also the presence of palm plantations and 

abandoned tin mines, Bangka district is a potential breeding ground for the Anopheles mosquito. 

Incidences of malaria vary according to puskesmas working area and observation period. Image 

1 shows malaria incidence per 10000 people per year in the 11 puskesmas monitored from June 

2007 until July 2008. The darker the color gradation, the higher the malaria incidence occur. 

During the observation period, the Bangka district had a total 1.778% malaria incidence.  The 

area with the highest incidence is puskesmas Sinar Baru with 3.449% followed by puskesmas 

Kenanga with 3.138%. These two puskesmas are surrounded by beaches, an area potential for 

Anopheles breeding. 
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Image 1. Malaria Incidence per 10000 people in Bangka district Puskesmas,  

June 2007 – July   2008 

 

The fluctuation of malaria incidence in every puskesmas working area in the Bangka district 

through June 2007 to July 2008 is shown in image 2. In the beginning of the observation, the 

malaria incidence in puskesmas Belinyu shows a significantly high value compared to the other 

regions, but the value declines during the rest of the observations. Other areas with high malaria 

incidence are Sinar Baru and Kenanga.  

The result of the surveillance on malaria incidence per month during the observation period is 

spatially shown in image 3.  The darker gradation shows areas with higher malaria incidence. 

Image 3 shows that spatial and temporal analysis can quickly be done by observing the color 

changes in each district every month. For example, in the beginning of the observation, Belinyu 

has the highest malaria incidence value, but shows a decline until the end of the observation 

period. The opposite occurs in Bakam, having a low value in the beginning but increasing until 

the end of the observation period.  

Aside to descriptive data analysis by visualizing incidence maps, statistical analysis is also 

needed to determine malaria hotspot areas for immediate preventive actions. The statistical 

analysis was done by using a prospective space time scan statistic. The scan statistic is a 

statistical method designed to detect a local excess of events and to test if such an excess can 

reasonably have occurred by chance. Three basic properties of the scan statistic are the geometry 

of the area being scanned, the probability distribution generating events under the null 

hypothesis, and the shapes and sizes of the scanning window (Kulldorff 1997). The spatial scan 

statistic has the following features, which make it particularly suitable as a tool for surveillance 

purposes: 
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Image 2. Malaria Incidence per 100 people in Bangka District, June 2007 – July 2008 

 

Image 3. Malaria Incidence per Month in every Puskesmas in Bangka district 

 

a) it adjusts both for the inhomogeneous population density and for any number of confounding 

variables; 

b) by searching for clusters without specifying their size or location the method ameliorates the 

problem of pre selection bias; 

c) the likelihood-ratio-based test statistic takes multiple testing into account and delivers a 

single p-value for the test of the null hypothesis; 

d) if the null hypothesis is rejected, we can specify the approximate location of the cluster that 

caused the rejection. (Kulldorff 2001). 
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By using a prospective space-time scan statistic analysis, observation period from June 2007 to 

July 2008, time aggregation length 1 month, maximum spatial cluster size 50% of population at 

risk, and maximum temporal cluster size 50% of study period, the results are shown in table 1. 

 

Table 1. Detection of recently emerging clusters of malaria in Bangka 

Most likely cluster Cluster period Cases Expected Relative risk p 

Primary cluster:      

Sinar Baru 2008/1/1 - 2008/7/31 187 56.76 3.455 0.001 

Secondary cluster:      

Kenanga 2008/1/1 - 2008/7/31 133 53.05 2.581 0.001 

Bakam 2008/3/1 - 2008/7/31 93 68.12 1.378 0.145 

 

Table 1 show that the first emerging cluster is puskesmas Sinar Baru with a cluster period from 

January 1
st
 2008 to July 31

st
 2008 and a relative risk value 3.455. The second emerging cluster is 

Puskesmas Kenanga with 133 cases and a relative risk value 2.581. Another emerging cluster is 

Puskesmas Bakam, but this cluster does not have a significant p-value. 

The working areas of puskesmas Sinar Baru and Kenanga are located in lowlands mainly 

consisting of coasts and swamps. These areas also have a lot of abandoned and unmaintained 

unauthorized tin mines that contain many ponds and puddles, the potential breeding ground for 

mosquitoes. These topographic conditions along with the residential areas neighboring with 

mosquito breeding grounds are the main cause of the high malaria incidence in these areas. The 

Bakam puskesmas working area shows low malaria incidence rates in the beginning of the 

observation period. The rates then increase in the following observations reaching its highest in 

April 2008, but there is insufficient data to categorize the area as an emerging cluster.  

Quantitative analysis using prospective space time scan statistics allows us to discover the 

emerging clusters that need attention based on the surveillance results so that the authority can 

necessary priority actions in controlling the disease. The methods used to prevent and control 

malaria Includes installing mosquito nets, covering the body while sleeping, and using natural 

mosquito repellants. Nets with insecticides are available for children and pregnant woman in the 

Bangka district. The nets are distributed by UNICEF and the Health Department through 

puskesmas, posyandu (Integrated Community Health Service Center), and birth Clinics. Other 

methods include exterminating mosquito nests by cleaning up puddles and conducting Indoor 

Residual Spraying (RIS).  

Kulldorf 2001 states bahwa the space-time scan statistic can serve as an important tool for 

systematic time periodic geographical disease surveillance. It is possible to detect emerging 

clusters, and we can adjust for multiple tests performed over time. No a priori hypothesis about 

cluster location, size or length need to be made. The method can be used at different levels of 

geographical and temporal aggregation, and for different types of disease. Although it is 

computer intensive, the method is not overly complex. 

 

4. CONCLUSION 

 

The primary emerging cluster is Sinar Baru with a time frame starting from January 2008 until 

July 2008. The secondary emerging cluster is Kenanga with a time frame starting from January 
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2008 until July 2008 and Bakam with a time frame starting from March 2008 until July 2008, but 

is not significant for Bakam. Sinar Baru and Kenanga were the areas which need further 

investigation and priority in the control. 
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ABSTRACT 

 

The aim of a non-inferiority trial is to show that a new experimental treatment is not worse than 

the reference treatment by more than a certain, pre-defined margin. We consider the design of a 

3-arm non-inferiority trial, where the inclusion of a placebo group is permissible. The widely 

used 3-arm non-inferiority procedure was authoritatively first described by Pigeot et al. (2003), 

which involved establishing superiority of reference against placebo in the first stage before 

testing non-inferiority of experimental against reference in the second stage. If this preliminary 

test fails, the second-stage test has to be abandoned. In such an eventuality, we believe the whole 

study will be wasted as nothing new could be learnt about the new experimental treatment. 

Therefore, instead of showing superiority in the first stage, we propose that the reference 

treatment has to be significantly different from placebo as a pre-requisite before using Fieller’s 

confidence interval to assess non-inferiority. This procedure leads to no peculiar intervals (i.e. 

exclusive or imaginary) and offers easy interpretation regarding the efficacy of experimental and 

reference treatments.  

 

Keywords: non-inferiority trials, ratio estimation, Fieller’s theorem, phase III trial 

 

1. INTRODUCTION 

 

Non-inferiority trials are considered to be the new emerging area in medical statistics. They were 

first reported about twenty years ago and since then they have received much attention from 

researchers from both medical and statistical backgrounds. The first paper related to non-

inferiority trial was written by Blackwelder (1982), describing the statistical approach to 

demonstrate therapeutic equivalence. Given that the reference treatment has already been 

established, the aim will be to conduct either an active-controlled superiority trial or an active-

controlled non-inferiority trial. The trend has seen fewer new drugs emerge and so superiority 

trials are now being replaced by non-inferiority trials. The aim of a non-inferiority trial is to 

show that the new treatment is not worse relative to the standard treatment by more than a 

predefined margin. The ultimate aim is to enable the new treatment with similar efficacy to the 

standard one to be marketed.  

Pigeot et al. (2003) proposed that if the efficacy of a new experimental treatment has to be 

shown in the situation where an active control exists, it is often sufficient to show non-inferiority 

of the new experimental treatment with respect to the primary clinical outcome. This idea is 

generally supported by Koch and Röhmel (2004), although in their paper, the statistical test 

procedure differs slightly from that proposed by Pigeot et al. (2003). It is important to appreciate 

that a non-inferiority trial cannot be perceived as an easy gate-way for the pharmaceutical 
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companies to introduce their drugs to the market. If the efficacy of the new treatment is not 

clearly superior to that of the reference treatment, then the new treatment has to possess other 

advantages over the reference treatment. For example, the new treatment could be cheaper, easier 

to be administered or do not exhibit serious adverse effects when compared to the current 

standard treatment.  

A simple non-inferiority trial can be conducted by having just experimental and reference 

arms. In this 2-arm non-inferiority trial, assay sensitivity poses a particular problem which is not 

observed in a superiority trial. Assay sensitivity is defined as the ability of a trial to demonstrate 

the difference between treatments. Without an additional placebo arm, the result stating that the 

experimental treatment has the same effect with the reference treatment is difficult to interpret. 

The investigator would not be confident in deciding whether the treatments are truly similarly 

effective or similarly ineffective. Design issues such as, choosing a non-inferiority margin are 

constantly faced in 2-arm non-inferiority trials. Issues regarding the choice of non-inferiority 

margin are discussed by D’Agostino et al. (2003), CHMP (2005), Lange & Freitag (2005), Hung 

et al. (2005) and Brown et al. (2006).  

These problems of interpretation in a 2-arm trial can be eliminated by introducing an extra 

placebo arm. The inclusion of a placebo arm is discussed in Temple & Ellenberg (2000), in the 

situations where it is acceptable to administer a placebo instead of the reference drug even 

though superiority of the reference over placebo had presumably previously been established. 

Such a circumstance might arise with a non-mortal chronic condition or where general medical 

procedures have improved so much that there is now uncertainty that the reference is still 

superior to the current “placebo” treatment of just general medical care.  

The arguments justifying the addition of a placebo group are also given in Koch and Röhmel 

(2004). The inclusion of a placebo group is strongly recommended when the reference is 

traditional, weak, volatile or the disease has not been understood properly. To make it even more 

credible, the guideline of CHMP (2005) has declared that the 3-arm non-inferiority trial 

involving experimental, reference and placebo groups should be used wherever possible.  

This paper concentrates on such a design, the conduct of two-stage testing and the 

implementation of Fieller’s theorem in finding the intervals of the ratio. We will start by giving a 

brief account on the construction of Fieller’s interval, followed by an account of our two-stage 

testing procedure. Our procedure requires unequal means of reference and placebo to be 

established in the first stage, which is a slight modification from the idea outlined in Pigeot et al. 

(2003). To assess the behaviour of our procedure, a simulation study is conducted and is detailed 

in Section 4 of this paper. Summary of the findings is discussed in the last section. 

 

2. RATIO ESTIMATION 

 
Assuming that higher treatment corresponds to better efficacy, the statistical testing problem in 

the three-arm non-inferiority trial starts with: 

 

0
:

E R
H            versus       

0
:

E R
H      (1) 

 

where 
E

  and 
R

 represent the population means of experimental and reference groups and  is 

non-inferiority margin. In practice,   is usually specified as a fraction of the effect size  
R P

 

where 
P

  denotes the population mean for placebo group. Equation (1) can be written as: 
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0

:
E R R P

H f           versus      
0

:
E R R P

H f       (2) 

 

Here f represents the fraction of reduction. In this paper, we consider, 1 5f    to represent a 

20% reduction considered tolerable.  In practice, the reduction varies based upon statistical 

reasoning and clinical judgment. A simple algebraic manipulation to tidy up the equation above 

reveals a ratio form of hypothesis tested. 

 

0
: E P

R P

H
 


 





     versus     

0
: E P

R P

H
 


 





  (3) 

 

where θ = 1 – f. The aims of a study could be switched simply by setting different values of   

(Koch & Tangen, 1999). As an example, when   is set as 0, it implies testing the superiority of 

experimental over placebo. On the other hand, if   is chosen as 1, it corresponds to testing 

superiority of experimental over reference.  

Statistically equivalent to testing the hypothesis on the value of the ratio we can instead 

consider an estimate of the ratio and an associated confidence interval with coefficient 

complementary to the specified size of the hypothesis test, e.g. a 95% confidence interval for a 

size 0.05 test. The null hypothesis is not rejected if and only if the specified value of   is 

included in the interval.  To find the confidence interval for the ratio, we follow the result 

discussed in Fieller (1954) and Finney (1971). Here, two parameters are considered, namely α 

and β such that     and m a b  is the estimate of µ. In this setting, a and b are assumed to 

be normally distributed with the expectations, variances and covariance, given as follows: 

 

 E a  ;  E b  ;   2

11
ˆvar a v  ;   2

22
ˆvar b v  ;   2

12
ˆcov ,a b v 

 
 

where 2
̂  is the unbiased estimator of the common variance 2

  and 
11

v , 
22

v , 
12

v  are the reciprocal 

of the sample sizes. The lower and upper limits of the interval for a ratio could be obtained by 

solving the roots of a quadratic equation. The final result of Fieller’s theorem is given as follows: 
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  (5) 

 

where 
2 2 2

22
ˆg t v b  and t is the two-sided α percentage point of Student’s t-distribution. In the 

context of three-arm non-inferiority trials, we shall have the followings:  

 

E P
    ; 

R P
    ;  

E P
a x x  ; 

R P
b x x  ; 

 

11
1 1

E P
v n n  ; 

22
1 1

R P
v n n  ; 

12
1

P
v n ; 
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     2 2 2 2
ˆ 1 1 1 3

E E R R P P E R P
s n s n s n n n n           

 

Here 
E

x , 
R

x ,
P

x ,
2

E
s ,

2

R
s ,

2

P
s ,

E
n ,

R
n  and 

P
n  refer to sample means, sample variances and sample sizes 

of experimental, reference and placebo groups respectively.  

 

Although the implementation of Fieller’s theorem is in general considered useful, it does not 

escape from criticisms. Several authors have noted the erratic behaviour of Fieller’s interval. 

Under certain circumstances, the interval can be exclusive or imaginary. However, the 

occurrences of unexplainable intervals can be prevented when the two-stage procedure is 

implemented. 

 

3. INEQUALITY OF MEANS AS A PRE-REQUISITE 

 

The assessment of non-inferiority given by Pigeot et al. (2003) involves a two-stage hierarchical 

procedure. The first stage testing requires the null hypothesis
01

:
R P

H    to be rejected first at 

level α. Koch and Röhmel (2004) expressed their concern, where failing to prove superiority of 

reference against placebo in the first stage, would put the experimental treatment at severe 

disadvantage. The analysis then would have to be terminated at stage one. We support their view 

as we feel that something useful should be gained out of expensive Phase III clinical trials. At 

least, the question regarding the efficacy of the new treatment should be answered. Based on this 

justification, we propose another type of two-stage procedure, where the pre-requisite is to show 

that reference treatment and placebo have unequal means. This can be seen as a loose restriction 

compared to the one recommended by Pigeot et al. (2003).  

There are two important grounds as why the decision to introduce preliminary test of unequal 

means is made. The first reason is attributed to the way Fieller’s theorem is constructed. Based 

on the equation, this theorem cannot be used if the denominator b is 0 or more specifically is not 

significantly different from 0. Our initial exploration has shown that denominator b is at the root 

of all problematic intervals. It affects the behaviour of the term g and this in turn affects the 

occurrence of exclusive or imaginary intervals. Therefore, 
R P

   has to be established in the 

first place before testing for non-inferiority. Secondly, by proposing this preliminary test, we 

have covered scenarios of having the reference that is not superior to placebo. In the situation 

where the reference is worse but the experimental is better, both with respect to placebo, our 

two-stage procedure offers an advantage of learning something about the experimental treatment. 

The procedure also ensures that no peculiar intervals will be obtained in the second stage. 

The procedure starts with testing 
01

:
R P

H    against 
01

:
R P

H    at a 2-sided, 5% 

significance level. If the null hypothesis is rejected, then only the procedure continues to testing 

non-inferiority of the new treatment. Fieller’s theorem is used to calculate the lower and upper 

limits of 95% confidence interval, given by Equation (4) and (5). This is the established result, 

assuming that the direction of reference is positive (i.e. reference is superior to placebo). The 

interval is then inclusive as 
L U

  . However, when the situation is reversed, the lower and upper 

limits are going to be reversed as well. When the standard result of Fieller’s theorem is used in 

this situation, the confidence interval obtained will be “seem-exclusive” as 
L U

  .  

Pigeot et al. (2003) have shown that performance of an experimental treatment can still be 

studied even though a non-inferiority trial has failed. This however restricts to situations where 
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the reference is found superior to placebo. On the other hand, our slight modification of Fieller’s 

theorem enable us to make useful conclusion about an experimental treatment, given the 

reference is superior to placebo or vice versa. The inference is based by looking at the behaviour 

of Fieller’s interval, either inclusive (i.e. 
L U

  ) or seems-exclusive (i.e. 
L U

  ), as summarized 

in Table I.  

 

Table 1 Once the preliminary test is conducted, the inference is solely based on the behavior of 

Fieller’s interval 

Outcomes Inference 

 Inclusive 

intervals 

 Reference is superior to placebo 

o 0
L

   o Non-inferiority failed; experimental is 

not superior to placebo 
o 0

L
    o Non-inferiority failed; experimental is 

superior to placebo 
o 

L
   o Non-inferiority established; 

experimental is superior to placebo 
o 1

L
   o Non-inferiority established; 

experimental is superior to reference 

 Seems-exclusive 

intervals 

 Reference is not superior to placebo 

o 0
L

   o Non-inferiority failed; experimental is 

superior to placebo 
o 0

L
   o Non-inferiority failed; experimental is 

not superior to placebo 

 

Once 
L

  and 
U

  have been calculated, the next step is to look at whether they are inclusive or 

seems-exclusive. The behavior of an experimental treatment with respect to placebo will then be 

determined by looking at 
L

 .  

 

4. EXAMPLES 

 

The results of a simulation study are separated into three different tables; Table II corresponds to 

situations where the reference is truly superior compared with the placebo, Table III simulates 

situations where the reference is made to be equal to placebo and Table IV looks at how the 

procedure behaves when the reference is truly worse than placebo. For each table, different 

locations of experimental treatment are chosen to reflect situations where experimental is 

superior, equal or worse than placebo. We compare the use of equal and different allocations of 

sample size, as suggested by some authors. The effect of using different sample size allocations 

is prominent in the scenario where experimental treatment is truly non-inferior to reference.  

For the purpose of understanding the behaviour of our proposed two-stage procedure, the 

total sample size is arbitrarily chosen as 450. There are 7 different outcomes wished to be 

detected by simply looking at Fieller’s confidence intervals. The number of occurrences for each 

category is summarized in the following tables: 
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Table 2 Configurations chosen are 4.5
R

  and 3
P

  such that 
R P

  with total sample size N = 

450 and variances set as 1 for all groups. 

E
  Sample 

Size 

Allocation 

First 

Stage 

Failed 

R P

E P

 

 





 

R P

E P

 

 





 

E non- 

inferior 

to R 

E 

superior 

to R 

R P

E P

 

 




 

R P

E P

 

 





 

4.5 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

- 

- 

- 

184 

165 

135 

791 

808 

845 

25 

27 

20 

- 

- 

- 

- 

- 

- 

3 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

972 

974 

979 

28 

26 

21 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

1.5 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

1000 

1000 

1000 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

 

Because of the relative values of reference and placebo made to be truly superior to the 

placebo, the null hypothesis of equal means is rejected for all 1000 simulated data sets, for each 

different setting of 
E

  and sample size allocation. For the first case of 4.5
E

  , we would 

naturally expect that the procedure will be able to declare superiority of an experimental 

treatment. This is clearly demonstrated in the third, fourth and fifth columns of the possible 

outcomes. The sample size chosen is arbitrarily large enough to ensure power of detecting non-

inferiority of the new treatment is more than 80%. Since we are also interested in the efficacy of 

experimental treatment with respect to placebo, a danger arises from making the wrong 

conclusion.  

The second case here where experimental treatment is similar to placebo (i.e. 3
E

  ), at most 

28 cases of declaring superiority of an experimental treatment is recorded. Further investigation 

has shown the mistake however is controlled at the chosen significance level, 2.5%. Note that 

when an experimental treatment is truly not superior to placebo (i.e. 1.5
E

  ), there is no mistake 

of declaring superiority of an experimental treatment. The type I error, defined as declaring an 

inferior new treatment as non-inferior is not observed at all. If the procedure outlined by Pigeot 

et al. (2003) is used, similar results to the one observed in Table I will be obtained. 

 

Table 3 Configurations chosen are 3
R

   and 3
P

   such that 
R P

   with total sample size N = 

450 and variances set as 1 for all groups. 

E
  Sample 

Size 

Allocation 

First 

Stage 

Failed 

R P

E P

 

 





 

R P

E P

 

 





 

E non- 

inferior 

to R 

E 

superior 

to R 

R P

E P

 

 




 

R P

E P

 

 





 

4.5 1:1:1 

2:2:1 

3:2:1 

952 

958 

950 

- 

- 

- 

- 

- 

- 

- 

- 

- 

24 

21 

22 

24 

21 

28 

- 

- 

- 

3 1:1:1 

2:2:1 

3:2:1 

943 

956 

954 

15 

14 

15 

7 

5 

3 

- 

- 

- 

- 

- 

- 

- 

- 

- 

35 

25 

28 

1.5 1:1:1 

2:2:1 

3:2:1 

948 

955 

950 

25 

23 

29 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

27 

22 

21 
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Given that reference treatment is similar to placebo (i.e.
R P

  ), about 5% of the simulated 

data sets are expected to pass through the first stage. The type I error rate is observed in the first 

setting of 4.5
E

   where at most 24 cases are declared to have successful non-inferiority tests. 

Since the lower limit of Fieller’s interval exceed the non-inferiority margin, set at 0.8, in those 

24 cases we conclude that the experimental is superior to the reference treatment, illustrated in 

the fifth column of possible outcomes. The type I error is shown to be controlled at the chosen 

significance level.  

On the other hand, there is no type I error observed in the second setting of 3
E

  . However, 

there is a small possibility for making the wrong conclusion regarding the efficacy of 

experimental treatment with respect to placebo. Our investigation has revealed that when the 

reference, experimental and placebo are truly equal (i.e.
R E P

    ), concluding experimental 

treatment as superior to placebo will be around 1%. It is safe to say that this error will be at most, 

around 2.5%. In the third setting where 1.5
E

   no such mistakes of type I error or drawing 

superiority of experimental treatment is made.  

In the setting described in Table IV, we will miss the chance of drawing a useful conclusion 

about the efficacy of the experimental treatment when superiority of reference against placebo is 

made as a pre-requisite. We tackle this issue by imposing a slightly loose restriction in the first 

stage. As long as the reference treatment is not similar to placebo, the evaluation can still be 

carried out in the second stage. Fieller’s theorem can still be implemented to assess either non-

inferiority of experimental treatment with respect to reference or to assess superiority of 

experimental treatment with respect to placebo. 

 

 

Table 4 Configurations chosen are 1.5
R

   and 3
P

   such that 
R P

   with total sample size N 

= 450 and variances set as 1 for all groups. 

E
  Sample Size 

Allocation 

First 

Stage 

Failed 

R P

E P

 

 




 

R P

E P
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4.5 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

1000 

1000 

1000 

- 

- 

- 

3 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

22 

23 

24 

978 

977 

976 

1.5 1:1:1 

2:2:1 

3:2:1 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

- 

1000 

1000 

1000 

 

 

The result for 4.5
E

   clearly demonstrates the ability of our procedure to detect superiority 

of the experimental treatment with respect to placebo. In the second setting where 3
E

   we 

expect the error of concluding superiority of experimental treatment is controlled around 2.5%. 

The third setting where 1.5
E

   generated no problem in correctly categorizing the efficacy of 

experimental and reference treatments. We have also investigated the effect of reducing the 

sample size, just to ensure that the procedure suggested will not lead to having exclusive or 
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imaginary confidence intervals. The results have shown that by establishing inequality means of 

reference and placebo, no peculiar intervals will be observed in the second stage.  

 
 

5. COMMENTS AND CONCLUSIONS 

 

A non-inferiority trial can only be conducted if a good reference treatment exists. In practice, 

however, we might come across situations where the assumption of a good reference is not met. 

We might have thought the reference treatment established in the past still has the same effect, 

when in fact within this time span, the overall medical procedures have improved substantially. 

The study has shown that a weak reference treatment could cause the two-stage three-arm 

procedure given by Pigeot et al (2003) to stop prematurely and a good new experimental drug 

will not even be evaluated. Plausible situations will be when people develop drug resistance, as 

reported in the bulletin of the World Health Organization (Geerligs, Brabin and Eggelte, 2003).  

Therefore a preliminary test to establish unequal means enable useful conclusions to be 

obtained regarding the efficacy of experimental treatment. When the null hypothesis of equal 

means is not rejected, nothing could be learnt about the experimental treatment. In this situation, 

we could consider performing a superiority test of experimental with respect to placebo. This 

however introduces problem of multiplicity and is not pursued here.  
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ABSTRACT 

 

An objective classification of the globular clusters of NGC 5128 has been carried out by using a 

model based approach of cluster analysis. The set of observable parameters includes structural 

parameters, spectroscopically determined Lick indices and radial velocities from the literature. 

The optimum set of parameters for this type of analysis is selected through a modified technique 

of Principal Component Analysis, which differs from the classical one in the sense that it takes 

into consideration the effects of outliers present in the data. Then a mixture model based 

approach has been used to classify the globular clusters into groups. On the basis of the above 

classification scheme three coherent groups of globular clusters have been found. We propose 

that the clusters of one group originated in the original cluster formation event that coincided 

with the formation of the elliptical galaxy, and that the clusters of the two other groups are of 

external origin, from tidally stripped dwarf galaxies on random orbits around NGC 5128 for one 

group, and from an accreted spiral galaxy for the other. 
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ABSTRACT 

 

There is a well-established correlation between the global star formation rate in local disk 

galaxies and starbursts, and the luminosity of the brightest young star clusters in the galaxies. I 

will discuss how this correlation may be used to derive information about the distribution of 

young cluster masses, its detailed shape and its possible universality, and how this in turn may be 

used to improve our understanding of the formation of young cluster systems and the long-term 

dynamical evolution that connects them to the systems of old globular star clusters in galaxy 

haloes. 
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ABSTRACT

Two different multivariate clustering techniques, the K-means partitioning method and the
Dirichlet process of mixture modeling, have been applied to the BATSE Gamma-ray burst
(GRB) catalog, to obtain the optimum number of coherent groups. In the standard paradigm,
GRB are classified in only two groups, the long and short bursts. However, for both the
clustering techniques, the optimal number of classes was found to be three, a result which is
consistent with previous statistical analysis. In this classification, the long bursts are further
divided into two groups which are primarily differentiated by their total fluence and duration
and hence are named low and high fluence GRB. Analysis of GRB with known red-shifts
and spectral parameters suggests that low fluence GRB have nearly constant isotropic energy
output of 1052 ergs while for the high fluence ones, the energy output ranges from 1052 to 1054

ergs. It is speculated that the three kinds of GRBs reflect three different origins: mergers
of neutron star systems, mergers between white dwarfs and neutron stars, and collapse of
massive stars. In this respect classification of Swift data without and with redshift values in
three groups show similar properties with the groups found with BATSE data.

1. INTRODUCTION

Although it has now been well established that Gamma-Ray Bursts (GRB) are of cosmo-
logical origin, their nature and source still remains a mystery. Detailed observations and
studies of their afterglow emission have revealed important information regarding the dy-
namic features and environments of these explosive events (see Piran (2005) for a review).
The detection of supernova light curve in the afterglows of long duration nearby GRB has
indicated that a fraction of the GRB occur during the collapse of a massive star (see Woosley
& Bloom (2006) for a review). Other mechanism that could produce GRB are the merger
of compact objects like a pair of neutron stars or a neutron star with a black hole (e.g.
Piran, 1992; Gehrels et al., 2005; Bloom et al., 2006). Thus GRB may be a heterogeneous
group and a proper classification of the phenomena is crucial to isolate and identify the
possible different sources. Such a classification will also enable the identification of spectral
or temporal correlations which may exist only for a particular class of GRB.

In the next section, we briefly describe the two classification schemes and present the
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result of the analysis on the BATSE catalog. In §3, the classification obtained from the
BATSE data are used to classify GRB with known red-shifts and inferences are made on
the intrinsic properties of the different GRB groups.In section §4 the Swift data with and
without redshift values are classified using K means algorithm assuming K=3. In §5 the
work is summarized and the main results are discussed.

2. CLUSTERING ANALYSIS FOR GRB DATA

The BATSE catalog provides temporal and spectral information for more than 1500 GRB.
The parameters include, two measures of burst durations, the times within which 50% (T50)
and 90% (T90) of the flux arrive, three peak fluxes, P64, P256, P1024 measured in 64, 256 and
1024 ms bins respectively, four time integrated fluences F1 − F4, in the 20 − 50, 50 − 100,
100− 300 and > 300 KeV spectral channels. Many of the parameters are highly correlated
and following previous works (e.g. Mukherjee et al., 1998; Hakkila et al., 2000) we use
the following six parameter set: log T50, log T90, logP256, logFT , logH32, logH321, where
FT = F1 + F2 + F3 + F4 is the total fluence while H32 = F3/F2 and H321 = F3/(F1 + F2)
are measures of spectral hardness. The sample consists of 1594 GRB that have non-zero
detections of these parameters. We have not introduced any completeness criteria (like
a lower flux cutoff), since incompleteness primarily affects the short duration bursts and
hence is not expected to change the qualitative results obtained. We retain the F4 flux (in
the definition of FT ), despite the uncertainties in its calibration and sensitivity, because as
we discuss later in §5, the γ-ray flux > 300 keV is expected to have important spectral
information. However, this fluence is not used in the computation of spectral hardness.

The Swift catalog provides T90, integrated Fluence in the 15-150 KeV spectral channel
and peak photon flux in the 15-150 Kev spectral channel(in ph/cm2/sec). Both the catalogs
with and without red shift(z) values are taken. The sample size are 148 and 452 respectively
in the former and latter cases.

2.1 Partitioning (K-means Clustering) Method

In this work, we apply the K- means method of MacQueen (1967) which is probably
the most widely technique, to the BATSE catalog. For this method, the optimum value
of K can be obtained in different ways (Hartigan , 1975). This is done by computing
for each cluster formation ( i.e for number of clusters K = 2, 3, 4..) a distance measure
dK = (1/p)minxE[(xK − cK)

′
(xK − cK)] which is defined as the distance of the xK vector

(values of the parameters) from the center of a cluster cK (which is estimated as mean value).
p is the order of the xK vector, i.e. the number of parameters which for our case is six. If
d′K is the estimate of dK at the Kth point, then d′K is the minimum achievable distortion
associated with fitting K centers to the data. A natural way of choosing the number of
clusters is to plot d′K versus K and look for the resulting distortion curve. This curve will
monotonically decrease with increasing K, till K is greater than true number of clusters,
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Figure 1: The distortion curve d′K and the transformed jump curve JK for different number
of clusters. The largest value of JK and the leveling of d′K indicates that for the K-means
clustering technique the optimal number of clusters is three.

after which the curve will level off with a smaller slope. This is expected since adding more
clusters beyond the true number, will simply create partitions within a group. According to
Sugar & James (2003) it is more illustrative to consider the transformation of the distortion

curve to an appropriate negative power, JK = (d
′−(p/2)
K − d

′−(p/2)
K−1 ), which will exhibit a sharp

”jump” when K equals the true number of clusters. The optimum number of clusters is the
value of K at which the distortion curve levels off as well as its value associated with the
largest jump for the transformed curve. Figure 1 shows the distortion curve and transformed
jump curve for the analysis of the BATSE data. The leveling of the distortion curve and the
shape of the jump function strongly suggests that the optimum number of clusters is greater
than two and is likely to be three. The group means and the standard errors for the six
parameters for three cluster classification, are given in Table 1. Cluster I with 423 members
has an average < T90 >∼ 0.5 s can be clearly identified with the short duration bursts. The
long duration bursts are cleanly separated into two clusters (clusters 2 and 3) with 622 and
549 members.
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Table 1: Average Cluster properties based on K-means classification
Parameters Cluster I Cluster II Cluster III
T50 (sec) 0.19± 0.01 5.37 0.25 22.9 1.0
T90 (sec) 0.50 0.02 15.85 0.73 63.1 2.9
P256 (#/cm2/sec) 1.66 0.08 1.26 0.06 2.88 0.13
FT (×10−6 ergs/sec) 0.62± 0.04 2.34± 0.11 17.8± 0.8
H32 5.50 0.13 2.45 0.06 3.16 0.07
H321 3.39 0.08 1.32 0.03 1.78 0.04

Errors quoted are standard errors. The number of members are 423, 622 and 549 for
Clusters I, II and III respectively.

Table 2: Discriminant Analysis for the K-means classification
Cluster I Cluster II Cluster III

Cluster I∗ 417 28 0
Cluster II∗ 6 578 23
Cluster III∗ 0 21 526

Total 423 622 549
Clusters I, II and III, are the clusters obtained from the K-means classification. Clusters

I∗,II∗ and III∗ are the clusters to which the GRB were assigned by the Discriminant
analysis.

Once the optimum classification (clustering) is obtained, using a process called Discrim-
ination Analysis Johnson (1996), one can verify the acceptability of the classification by
computing classification/misclassification probabilities for the different GRB. Although the
K-means clustering method is purely a data analytic method, for classification it may be nec-
essary to assume that the underlying distribution is Multivariate Normal. In this standard
procedure, using the probability density functions in parameter space for the different clus-
ters, one can assign an object (in this case a GRB) to be a member of a certain class. If the
original classification was robust, then every GRB should be classified again as a member of
the same class that it was before. If a significant number of objects are not reclassified then
that would mean that the original classification was not stable and hence not trustworthy.
Table 2 show the result of a Discrimination Analysis, where the columns represent how the
GRB of a cluster were assigned by the analysis. The fraction of correct classification is 0.954
which implies that the classification is indeed robust.

2.2 Dirichlet Process Model Based Clustering

The standard approach to model-based clustering analysis, is based on modeling by finite
mixture of parametric distributions. For example, Mukherjee et al. (1998) used such a model
based approach to analyze GRB data where they assumed that the GRB population consists
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of mixture of multivariate Gaussian classes. The number of classes is, however, determined
from an initial classification method (e.g. via agglomerative hierarchical clustering). The
Dirichlet process model based clustering is more general and avoids the assumption of known
number of possible classes. Since this method is less commonly used as compared to the
K-means technique, we describe here the basic concept on the analysis in more detail.

The Dirichlet process avoids a prior assumption of the number of classes by apply-
ing a Bayesian nonparametric modeling of the unknown distribution for the multi com-
ponent data. In this particular case the six component GRB data can be represented by
xi = (log T50, log T90, logFT , logP256, logH321, logH32)

′, i = 1, 2, . . . , n. More specifically, xi
is assumed to follow a multivariate normal distribution whose mean vector is generated from
a Dirichlet Process (DP). Following Escober & West (1995), the method is best conceptual-
ized by representing the model as

xi|µi,Σ ∼ MVN(µi,Σ), i = 1, 2, . . . , n;

µi|G ∼ G; G ∼ DP (αG0) (1)

where MVN means multivariate normal distribution, G is a discrete measure of the unknown
distribution, α is the precision parameter and G0 is a known base measure distribution.
Since G is discrete, there can be ties among the µi’s , which can also be seen from Polya urn
representation of Blackwell & MacQueen (1973) as

µi|µ1, µ2, . . . , µi−1 ∼
α

α + i− 1
G0 +

1

α + i− 1

i−1∑
h=1

δ(µh) (2)

where δ(x) is the distribution concentrated at the single point x. It is evident from Eqn. (2)
that µi are marginally sampled from G0 with positive probability and that some of the µi’s
are identical. Thus, a partition of S = {1, 2, . . . , n} can be formed by defining classes under
the relation that µi belongs to the jth class if and only if µi = µj, j = 1, 2, . . . , k, k being
the number of distinct µi’s , i = 1, 2, . . . , n. This induces a certain posterior distribution
of S and a posterior inference can then be used to provide clustering procedure. There
are various algorithms available to obtain the posterior partitions of S which are useful
for making inferences on clustering of x1, x2, . . . , xn. We implement the independent and
identically distributed Weighted Chinese Restaurant (iidWCR) algorithm (see Ishwaran &
Takahara, 2002) which comes from its use of the partition distribution of S. Let p =
{C1, C2, . . . , Cn(p)} be a partition of size n(p) of S, where each Cj contains ej elements.
Assuming G0 as the multivariate normal with mean vector m and covariance matrix B0

and denoting Np(x;µ,Σ) = (2π)−
p
2 |Σ|− 1

2 exp[−1
2
(x − µ)′Σ−1(x − µ)] as the density of a p-

component multivariate normal distribution, the iidWCR algorithm for inducing posterior
partition of S consists of following steps:

Step 1: Assign p1 = {1} and the corresponding importance weight λ(1) = N6(x1;m,Σ0 +
B0) where Σ0 is the initial estimate of Σ.
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Step r: Given pr−1, compute Σr−1 from x1, x2, . . . , xr−1. Create pr by assigning label r to
a new set with probability α

(α+r−1)λ(r)
×N6(xr;m,Σr−1 + B0). Otherwise, assign label

r to an existing set Cj,r−1 with probability
ej,r−1

(α+r−1)λ(r)
× N6(xr;µj,r−1,Σj,r−1) where

Σj,r−1 = (B−1
0 + ej,r−1Σ

−1
r−1)

−1 and µj,r−1 = Σj,r−1(B
−1
0 + ej,r−1Σ

−1
r−1xj,r−1). Note that

ej,r−1 and xj,r−1 are the number of elements and observed mean in Cj,r−1 respectively
and λ(r) is the normalizing constant.

Running step 1 followed by step r for r = 2, 3, . . . , n gives a draw from posterior partition
of S. This n− step draw, in fact, provides an iid sample from WCR density given by

g(p) =
f(x|p)π(p)

∆(p)

where π(p) is the prior density of p, f(.) is the density of x and ∆(p) = λ(1)×λ(2)×. . .×λ(n) is
the importance weight. Repeating the above algorithm B times, one can obtain p1, p2, . . . , pB

iid sample observations from posterior partition of S. Based on these sample observations,
Monte Carlo method can be devised to estimate E{n(p)}, the expected number of clusters,
as

̂E{n(p)} ≈
∑B

b=1 n(p
b)∆(pb)∑B

b=1∆(pb)
(3)

The key advantages of using this Dirichlet process model-based clustering are that the un-
derlying distribution of xi’s and the number of clusters are unknown. Moreover, one can
provide an estimate of the expected number of clusters by using Eqn. (3).

For fitting the model, we used α = 1.0 and a flat prior G0 ∼ N6(0, σ
2I) with σ2 = 1000.

The initial value of Σ, Σ0 is obtained as the sample covariance matrix. We applied the
iidWCR algorithm for B = 1000 to obtain the estimate of the number of clusters. Three
classes were obtained consistent with the results from the K-means technique. In Table
3 the mean values of the parameters with errors are tabulated. The values are consistent
with those found from the K-means method. The number of members of cluster II, 892 is
somewhat larger than what was found by the K-means method, 622, but considering the
different nature and approach of the two techniques, such differences are perhaps expected.
In summary, these two independent clustering techniques indicate that there are three classes
of GRB with qualitatively similar properties.

3. CLASSIFICATION OF GRB WITH KNOWN RED-SHIFT

Although the classification described in the previous section is based on six GRB parameters
the segregation of the classes can be visualized using the total fluence, FT and the duration,
T90. This is illustrated in Figure (2) which shows FT versus T90 for the members of the three
clusters obtained using the K-means technique.
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Table 3: Average Cluster properties based on the Dirichlet Mixture Modeling method
Parameters Cluster I Cluster II Cluster III
T50 (sec) 0.31 0.02 6.76 0.31 16.22 1.50
T90 (sec) 0.45 0.03 19.05 0.88 43.65 3.02
P256 (#/cm2/sec) 1.66 0.08 1.35 0.03 4.79 0.33
FT (×10−6 ergs/sec) 0.89± 0.06 3.46± 0.08 18.2± 0.2
H32 4.68 0.22 2.82 0.06 3.31 0.15
H321 2.75 0.13 1.58 0.04 1.86 0.09

Errors quoted are standard errors. The number of members are 409, 892 and 293 for
Clusters I, II and III respectively.

Figure 2: The fluence FT in ergs/cm2 versus the duration T90 in seconds for members of
Cluster I (triangles), II (solid circles) and III (open circles) from the K-means clustering
method. The solid lines represent T90 = 2s and FT = 1.6 × 10−4/T90 ergs/cm2 which
qualitatively separate the three groups. The solid squares represent eight GRB detected by
BATSE for which redshifts are also measured (e.g. Bagoly et al., 2003).
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The Dirichlet process model gives qualitatively similar results. The solid line represent-
ing T90 = 2 sec, differentiates the members of Cluster I (marked by triangles) with those of
Cluster II (marked by filled circles). Thus Cluster I is consistent with the standard classi-
fication of short duration bursts. The standard long duration bursts (with T90 > 2 s) are
further classified into two groups with one of them (members of Cluster III, marked using
open circles) having typically higher fluence. Thus we have named members of Cluster II and
III as low and high fluence GRB. The solid line representing FT = 1.6× 10−4/T90 ergs/cm2

qualitatively separates two groups. There are eight GRB detected by BATSE for which there
are redshift estimates (e.g. Bagoly et al., 2003). These are marked by squares in Figure 2.
Six of them are in Cluster III while two are close to the demarking line. One of these GRB
(980425) is at a low redshift (z = 0.0085) and is associated with a supernova.

To identify a GRB with a known red-shift as a member of a cluster, broad band coverage
of the prompt emission is required in order to correctly estimate the total fluence FT , which
BATSE would have observed for the burst. This is particularly important, when the peak of
the energy spectrum of a GRB is at high energies > 300 keV. Amati et al. (2002) analyzed
GRB with known red-shifts and well constrained spectral parameters over a broad energy
range and discovered that the intrinsic (i.e. red-shift corrected) peak of the energy spectrum,
Ep correlates with the isotropic energy output, Eiso.

Apart from being a stringent condition and test for any theoretical model that describes
the GRB prompt emission, this empirical relation highlights the possibility that GRB can
be used to probe and constrain the expansion of the Universe at early times. Ghirlanda et
al. (2004) added more GRB to the sample and found that the beaming corrected luminosity,
E has a tighter correlation with Ep than the isotropic one. Nevertheless, there is still
significant dispersion in the relationship which needs to be explained. In order to see how
the classification found in this work affects such relationship, we have used 21 GRB listed in
Table 1 of Ghirlanda et al. (2004) that have well measured temporal and spectral parameters.
The total fluence FT versus the duration T90 for these GRB are plotted in Figure (3) (filled
circles). Overlaid on the plot are the two solid lines FT = 1.6× 10−4/T90 ergs and T90 = 2s,
which qualitatively segregate the three clusters (Figure 2).

Most of the GRB have high fluence and are of long duration (consistent with them
being members of Cluster III) which is probably a selection effect. Two of the GRB have
FT < 1.6 × 10−4/T90 ergs/cm2 and are probably members of Cluster II. However, there are
three GRB with FT ∼ 1.6× 10−4/T90 ergs/cm2 and hence there is an ambiguity about their
classification. For each GRB, a corresponding dotted line is plotted in Figure (3) which
shows the variation of the observed FT versus T90 if the same GRB was located at different
red-shifts. The lines are drawn for a red-shift range 0.1 < z < 5.0 for a Λ CDM cosmology
with ΩΛ = 0.7 and Hubble parameter H = 65 km/s/Mpc. It is interesting to note that the
red-shift trajectories for the high fluence GRB in general do not cross the FT = 1.6×10−4/T90
line. In other words, if these GRB were located at a wide range of red-shifts, their observed
fluence would have been FT > 1.6× 10−4/T90 and hence they would have been classified as
members of Cluster III.
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Figure 3: The fluence FT in ergs/cm2 versus the duration T90 in seconds for 21 GRB (filled
circles) with known redshifts taken from Ghirlanda et al. (2004) and references therein. The
solid lines represent T90 = 2s and FT = 1.6 × 10−4/T90 which qualitatively distinguish the
three clusters (Figure 2). For each GRB, the dotted lines represent the predicted fluence and
duration if it was located at a redshift range 0.1 < z < 5. The open triangles represent the
predicted fluence and duration if the GRB were located at redshift z = 1. These predicted
values allow for the classification of the GRB into members of Cluster II and III.

On the other hand there are six GRB whose red-shift trajectories mostly lie below the
de-marking line. Their observed fluence would be FT < 1.6 × 10−4/T90 for a wide range of
red-shifts and hence they would be classified as members of Cluster II. The open triangles
in the Figure mark the positions of the GRBs if they were all located at a red-shift, z = 1.0.
In this representation, the GRB are more clearly segregated into Clusters II and III with
five of them having a predicted fluence less than FT > 1.6× 10−4/T90 with the others being
significantly brighter. This strongly suggests that the classification described in this work is
not due to observational bias arising from the use of observed parameters instead of intrinsic
ones.

We classify the 21 GRB according to their predicted observed fluence and duration if
they were situated at z = 1. In this scheme, five GRBs are classified as members of Cluster
II while the remaining 18 are identified as members of Cluster III. Figure (4) shows the
variation of the intrinsic energy peak Epeak versus the isotropic energy realized, Eiso, which
is the correlation discovered by Amati et al. (2002). GRB identified as Cluster I are marked as
triangles while those belonging to Cluster III are represented by filled circles. GRB belonging
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Figure 4: The intrinsic (red-shift corrected) peak of the energy flux, Epeak versus the
isotropic energy output for 21 GRB with well defined spectral parameters (Amati et al.,
2002; Ghirlanda et al., 2004). GRB that are members of Cluster II (triangles) have isotropic
energy output of nearly 1052 ergs, while members of Cluster III (circles) have a much wider
range of energy output.

to Cluster II all have an isotropic energy output close to ∼ 1052 ergs, while those belonging to
Cluster III span a much larger range of energy 1052−54 ergs and roughly follow the Ep−Eiso
correlation. Although the number of GRB in this sample is small, this segregation of the
GRB in intrinsic parameter space is a another indication that the classification is robust
and perhaps not due to observational bias. Most of the members of Cluster III have a rest
frame peak energy Epeak > 300 keV and hence would have had significant flux in the highest
energy channel of BATSE, i.e. F4. Thus, the retention of F4 in the classification analysis
of §2 is important even though there is systematic uncertainty in the measured value of the
fluence. Indeed, if F4 is not taken into account the evidence for three clusters in the BATSE
sample decreases.

4. CLASSIFICATION WITH SWIFT DATA

Since the Swift GRBs have fluence in the lower energy band we first considered the BATSE
sample with total fluence as the sum of F1, F2 and F3. Then we classify the sample with
respect to log T90 and logF (F = (F1 + F2 + F3)) assuming K = 3. Then we consider
the Swift GRBs without z values and classify them with the parameters log T90 and logF
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Table 4: Average Cluster properties based on Swift catalog using K means cluster analysis
Catalog Groups No.of members log(T90) (sec) log(FT ) (ergs/sec)
BATSE Cluster I 420 -0.30 ±0.02 -6.79 ±0.02

Cluster II 610 1.19±0.02 -5.93 ±0.02
Cluster III 564 1.78±0.01 -5.06±0.02

SWIFT(without z) Cluster I 32 -0.49 ±0.09 -7.26 0.06
Cluster II 146 1.06±0.03 -6.41±0.03
Cluster III 235 1.96 0.04 -5.56 0.03

SWIFT(with z) Cluster I 13 -0.24 0.14 -6.99 0.16
Cluster II 44 1.130.06 -6.27 0.06
Cluster III 91 1.95 0.04 -5.460.05

assuming K = 3. Then we remove the shortest class from the catalog of Swift GRBs and
classify them with respect to the same parameters but for K=2. The mean values of log T90
and logF are given for 3 and 2 groups respectively in Table 4 with the accompanying BATSE
GRB classes. It is clear from Table 4 that we have similar distributions of T90 and F for
both the catalogs.

5. SUMMARY AND DISCUSSION

Two multivariate clustering techniques, the K-means partitioning method and the Dirichlet
process of mixture modeling, have been applied for the first time to the BATSE Gamma-
ray burst (GRB) catalog. These two schemes do not make any a priori assumptions about
the number of clusters, but instead provide quantitative estimate of the optimal number of
groups. The jump curve for the K-means partitioning method suggests that this optimal
number is three which is further supported with the value of the expected number of clusters,
E{n(p)}, obtained using Dirichlet process of mixture modeling. The two techniques group
the GRBs in qualitatively similar classes, which can be described as short bursts (T90 < 2 s,
Cluster I), long duration, low fluence bursts (FT < 1.6× 10−4/T90 ergs/cm

2, Cluster II) and
long duration, high fluence bursts (FT > 1.6× 10−4/T90 ergs/cm2, Cluster III).

To estimate how such a classification, based on observed spectral and temporal param-
eters, can arise from intrinsic GRB properties, a sample of 21 GRB with known red-shifts
and well constrained spectral parameters, are classified within this scheme. The observed
total fluence, FT and duration T90 for these GRBs if they were located at different red-shifts
(0.1 < z < 5) were estimated. For 16 of the 21 GRB, the estimated fluence would have
satisfied FT > 1.6 × 10−4/T90 ergs/cm2 for nearly the entire range of red-shift space and
hence they were classified as high fluence bursts. This invariance in red-shift, indicates that
the classification scheme is not strongly effected by observational bias and by the use of
observed parameters instead of intrinsic ones. For five GRB, classified as low fluence bursts,
the predicted fluence FT < 1.6 × 10−4/T90 for a significant fraction of the red-shift space,
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which again signifies the physical nature of the classification. Based on the classification of
these GRB with known red-shift, it can be inferred that the low fluence GRB have a nearly
constant isotropic Energy output of 1052 ergs and have an intrinsic (red-shift corrected) du-
ration of T90 ∼ 2-30 secs. On the other hand, the high fluence GRB (Cluster III) have a
much wider range of isotropic energy output 1052−54 ergs and a corresponding wide range of
intrinsic durations 10 - 500 secs.

We note with caution that the number of GRB with known red-shifts, used for this
analysis is small and a much larger sample is required before concrete conclusions can be
drawn. It is also important, for this analysis, to have well constrained spectral parameters of
these GRB. In particular, the peak of the energy fluxes, Ep are required to be well estimated
and since for high energetic sources Ep > 300 keV, it is imperative to have well calibrated
high energy information. Indeed, if the highest energy channel of the BATSE measurement
is not taken into account, the significance of the classification is smaller.

The classification presented here, needs to be supported by theoretical considerations. It
is tempting to identify the low fluence GRB with neutron star-white dwarf mergers (King
et al., 2007) and the higher fluences ones with massive stellar collapse. The near constancy
of the isotropic energy output of low fluence bursts, seem to be consistent with them being
neutron star-white dwarf mergers. Since both neutron stars and white dwarfs do not have
significant mass variations, their initial conditions for the binary merger could be similar,
leading to the nearly constant energy output. Moreover, their merger time may also be
typically smaller than massive stellar collapse time-scales, which is consistent with the shorter
intrinsic duration 2 − 30 s, found in this work. On the other hand, the energy output and
duration of GRB induced by massive stellar collapse may depend on the mass and size of the
progenitor which is consistent with the variation inferred for high fluence bursts. The present
observational evidence for such a model is not clear. Evidence for supernova light curves have
been detected in GRB with different energy output, including some low luminosity ones, e.g.
GRB 0311203, E ∼ 3× 1049 ergs (Malesani et al., 2004), the nearby GRB 060614, for which
no supernova was detected also had a low isotropic energy output of 1051 ergs. Such low
energy output are not represented in the 21 GRB with well constrained spectral parameters
used in this analysis which all have energies > 1052 ergs. These rare GRB (since they have
to be located relatively nearby to be detected) may not represent a significant fraction of
the BATSE catalogue. BATSE did detect GRB 980425 which is at low redshift (z = 0.0086)
and is associated with a supernova. At this redshift, the GRB would be a borderline case
between the high and low fluence GRB (Figure 2). Thus the interpretation of the two
different classes of long bursts as being due to stellar collapse and white dwarf-neutron
star mergers, is speculative and more quantitative theoretical predictions and observational
evidences are required before a definite conclusion can be made.
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Horváth, I. 1998, Astrophys. J., 508, 757
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ABSTRACT 

 

The Hubble tuning fork diagram, based on morphology and established in the 1930s, has always been 

the preferred scheme for classification of galaxies. However, the current large amount of data up to 

higher and higher redshifts asks for more sophisticated statistical approaches like multivariate 

analyses. Clustering analyses are still very confidential, and do not take into account the unavoidable 

characteristics in our Universe: evolution. Assuming branching evolution of galaxies as a 

'transmission with modification', we have shown that the concepts and tools of phylogenetic 

systematics (cladistics) can be heuristically transposed to the case of galaxies. This approach that we 

call "astrocladistics'', has now successfully been applied on several samples of galaxies and globular 

clusters. Maximum parsimony and distance-based approaches are the most popular methods to 

produce phylogenetic trees and, like most other studies, we had to discretize our variables. However, 

since astrophysical data are intrinsically continuous, we are contributing to the growing need for 

applying phylogenetic methods to continuous characters. 

 

Keywords: Classification; astrophysics; cladistics; multivariate; evolution; galaxies; continuous 

characters 

 

1. INTRODUCTION 

 

The extragalactic nature of galaxies was discovered by Edwin Hubble less than 90 years ago. He also 

discovered the expansion of the Universe and established in 1936 the famous tuning fork diagram or 

Hubble diagram based on the idea that elliptical galaxies should evolve into flattened systems such as 

ordinary or barred spiral galaxies. Since then, telescopes and the associated detectors have made 

remarkable progress. We are now able to study galaxies in great detail, identifying individual stars, 

gas and dust clouds, as well as different stellar populations. Imagery brings very fine structural 

details, and spectroscopy provides the kinematical, physical and chemical conditions of the observed 

entities at different locations within the galaxy. For more distant objects, information is scarcer, but 

deep systematic sky surveys gather millions of spectra for millions of galaxies at various redshifts. 

Like paleontologists, we observe objects from the distant past (galaxies at high redshift), and like 

evolutionary biologists, we want to understand their relationships with nearby galaxies, like our own 

Milky Way. Strangely enough, the Hubble classification, depicted in the Hubble diagram, is still 

frequently used as a support to describe galaxy evolution, even though it ignores all observables 

except morphology (Fraix-Burnet et al., 2006a, Hernandez and Cervantes-Sodi, 2006). Can the 

enormous amount of very detailed observations and galaxy diversity be solely depicted by few large 
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families characterized only by their global shape? There obviously must be a better way to exploit the 

data gathered by very large telescopes and their sophisticated detectors, and to account for the 

complicated physical processes that lead to the diversification of galaxy. 

Abandoning the one-parameter classification approach and using all available descriptors means 

taking a methodological step equivalent to the one biologists took after Adanson and Jussieu in the 

18th century. One basic tool, the Principal Component Analysis, is relatively well-known in 

astrophysics (e.g. Cabanac et al., 2002, Recio-Blanco, 2006). However, only a very few attempts to 

apply multivariate clustering methods have been made very recently (Chattopadhyay and 

Chattopadhyay, 2006, 2007; Chattopadhyay et al., 2007, 2008, 2009). Sophisticated statistical tools 

are used in some areas of astrophysics and are developing steadily, but multivariate analysis and 

clustering techniques have not much penetrated the community. 

A supplementary difficulty is that evolution, an unavoidable fact, is not correctly taken into 

account in most classification methods. By mixing together objects at different stages of evolution, 

most of the physical significance and usefulness of the classification is lost. In practice, the evolution 

of galaxies is often limited to the evolution of the properties of the entire population as a function of 

redshift (Bell, 2005). Since environment (the expanding Universe) and galaxy properties are so much 

intricate, this kind of study is relevant to a first approximation. However, recent observations have 

revealed that galaxies of all kinds do not evolve perfectly in parallel, as illustrated for instance by the 

so-called downsizing effect which shows that large galaxies formed their stars earlier than small ones 

(e.g. Neistein, 2006). New observational instruments now bring multivariate information at different 

stages of evolution, and in various evolutive environments. In this multivariate context, we believe 

that the notion of "evolution", easy to understand for a single parameter, is advantageously replaced 

by "diversification". 

In this conference, I present our efforts to implement a method to reconstruct the "galacto-

genesis", based on tools and concepts largely developed in evolutionary biology and bioinformatics. I 

first present cladistics and some of our results. Then I replace this approach among multivariate 

statistical methods and explain why we also need these other tools to explore the parameter space. 

Finally, I present one of our developments that make the astrophysical problematic to join current 

bioinformatics and mathematics studies about the use of continuous characters in reconstructing 

phylogenies. 

 

2. ASTROCLADISTICS 
 
Multivariate clustering methods compare objects with a given measure and then gather them 

according to a proximity criterion. Distance analyses are based on the overall similarity derived from 

the values of the parameters describing the objects. The choice of the most adequate distance measure 

for the data under study is not unique and remains difficult to justify a priori. The way objects are 

subsequently grouped together is also not uniquely defined. Cladistics uses a specific measure that is 

based on characters (a trait, a descriptor, an observable, or a property that can be given at least two 

states characterizing the evolutionary stages of the object for that character) and compares objects in 

their evolutionary relationships (Wiley, 1991). Here, the “distance” is an evolutionary cost. 

Groupings are then made on the basis of shared or inherited characteristics, and are most conveniently 

represented on an evolutionary tree. 

Character-based methods like cladistics are better suited to the study of complex objects in 

evolution, even though the relative evolutionary costs of the different characters are not easy to 

assess. Distance-based methods are generally faster and often produce comparable results, but the 

overall similarity is not always adequate to compare evolving objects. In any case, one has to choose 
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a multivariate method, and the results are generally somewhat different depending on this choice (e.g. 

Buchanan, 2008). However, the main goal is to reveal a hidden structure in the data sample, and the 

relevance of the method is mainly provided by the interpretation and usefulness of the result.  

Multivariate evolutionary classification in astrophysics has been pioneered by the author (Fraix-

Burnet et al., 2006a, 2006c, Fraix-Burnet, 2009). Called astrocladistics, it is based on cladistics that is 

heavily developed in evolutionary biology. Astrocladistics has been first applied to galaxies (Fraix-

Burnet et al., 2006b) because they can be shown to follow a transmission with modification process 

when they are transformed through assembling, internal evolution, interaction, merger or stripping. 

For each transformation event, stars, gas and dust are transmitted to the new object with some 

modification of their properties. Cladistics has also been applied to globular clusters (Fraix-Burnet et 

al., 2009), where interactions and mergers are probably rare. These are thus simpler stellar systems, 

even though we have firm evidence that internal evolution can create another generation of stars and 

that globular clusters can lose mass. Basically, the properties of a globular cluster strongly depend on 

the environment in which it formed (chemical composition and dynamics), and also on the internal 

evolution which includes at least the aging of its stellar populations. Since galaxies and globular 

clusters form in a very evolving environment (Universe, dark matter haloes, galaxy clusters, chemical 

and dynamical environment), the basic properties of different objects are related to each other by 

some evolutionary pattern.  

In both cases, there is a kind of transmission with modification process, which justifies a priori 

the use of cladistics. It must be clear that this is not a "descent with modification" in the sense that 

there is no replication. But evolution does nevertheless create diversity. We are dealing with 

phylogeny (relationships between species), not with genealogy (relationships between individuals). 

Since a multivariate classification of galaxies is not yet available, we assume that each object 

represents a “species” that will have to be defined later on. The word ``progenitor'', often used for 

galaxy evolution, is to be understood in this way. 

A cladistic analysis works as follows. One first builds a matrix with values of the four parameters 

for all galaxies. In contrast to multivariate distance methods, undocumented values are not a problem 

in cladistic analyses. The values for each parameter are discretized into 30 bins representing 

supposedly evolutionary states. Discretization of continuous variables is quite a complex problem, 

especially in the evolutionary context (see Section 4). Here, we took equal-width bins. The choice of 

the number of bins cannot be made in a simple objective way. A priori, one could consider a 

compromise between an adequate sampling of continuous variables and the uncertainties on the 

measurements. The first constraint is given by the software (32 in this case). The second one would a 

priori give a lower limit of something like total range/uncertainty, but Shannon's theorem would 

multiply this by 2. Hence, 30 bins would account for about 7% measurement errors. Even so, border 

effects always imply that some objects could belong to a bin or its neighbor, a process that add some 

more artificial noise. The best way to avoid this effect is to make several analyses with different 

number of bins and check that the result does not depend on this number. From our experience in 

astrocladistics, we know that the results are very generally identical between 20 and 30, and can differ 

with 10 bins. For lower number of bins, the results are very dependent on this number. 

Then, all possible arrangements of galaxies on a tree-like structure are constructed, and using the 

discretized matrix, the total number of state changes is computed for each tree. The most 

parsimonious tree is finally selected. If several such trees are found, then a consensus (strict or 

majority rule) tree is built. The whole procedure is computerized since the number of arrangements is 

very large. The result (depicted on a cladogram) is a diversification scenario that should be 

confronted to other knowledge and parameters.  
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Figure 1 shows the cladogram obtained for globular clusters of our Galaxy (Fraix-Burnet et al., 

2009). Three groups are identified. The first one (in blue) has on average the lower ratio Fe/H that 

measures the proportion of heavy atomic elements that are processed within stars. This group is 

consequently considered as more primitive.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Cladogram of Galactic Globular Clusters. 

 

 

Figure 2 shows bivariate diagrams for the 4 parameters used in the analysis: logTe, that 

measures the temperature of stars that are at a specific point in their evolution,  Fe/H, MV that is 

the total visible intensity (magnitude) and roughly indicates the mass of the globular cluster, and 

Age that can be measured quite precisely because all stars of a given globular cluster are formed 

nearly at the same time. However Age is not an intrinsic property discriminating evolutionary 

groups since it evolves in the same way for all. But we gave it a half weight to arrange the 

objects within each group. Looking at plots like Figure 2 and using other parameters (orbital 

elements, kinematics, more refined chemical abundances...), we are able to infer that each group 
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formed during a particular stage of the assembly history of our Galaxy. The blue group is the 

older one. It formed during the dissipationless collapse of the protogalaxy. They are located 

mainly in the outer halo. The red group belongs to the inner halo and the corresponding clusters 

formed at a later stage during the dissipational phase of Galactic collapse, which continued in the 

halo after the formation of the thick disc and its globular clusters. These clusters were very 

massive before "star evaporation" took place. The latter group (green) formed during an 

intermediate and relatively short period and comprises clusters of the disk of our Galaxy.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Scatterplots for the 4 parameters used in the analysis, colors corresponding to groups 

defined on the cladogram of Figure 1. 

 

3. STRUCTURE OF THE PARAMETER SPACE 

 
The spectacular astrophysical results obtained so far were possible because the characters are 
pertinent from the evolutionary and physical points of view. However, they are too few to obtain a 
detailed classification of tens of thousands of galaxies. Since astrophysics is a science of observation, 
not of experimentation, it is difficult to obtain the intrinsic physical and chemical properties of 
galaxies or globular clusters especially if distant. The spectra carries all the information we gather, so 
that much data is available. But this information is generally not straightfully pertinent, either because 
it is not directly connected to physical parameters, or because there are redundancies or 
incompatibilities that are paticularly annoying in a cladistic analysis. Being as multivariate as 
possible ensures objectivity, but some care is required in selecting the parameters. Different 
multivariate tools are thus needed to explore the structure of the data. 
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The first and obvious approach is to use Pincipal Component Analysis (PCA) to reduce the 
dimensionality of the parameter space and avoid redundancy. It is possible to perform a cladistic 
analysis directly with the main components. However, the correlations revealed by such analyses are 
not necessarily intrinsic nor due to scaling effects. They can be generated by evolution. For instance, 
in Figure 3, the parameter logs, that measures the central velocity dispersion, is not physically linked 
to mgbfe, that measures to the global metallic composition of the stars, but they appear "correlated" 
through their respective evolutions. They possibly characterize two independent facets of galaxy 
diversification. Such information would be lost with the use of the PCA components. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Projection on the two first Principal Components of parameters available for a typical sample of galaxies. 

 

Alternatively, it is possible to select the parameters that appear to have more weight in the PCA. 
In this approach, we both keep the evolutionary information and gain a precious knowledge on the 
parameters themselves, which are physical in contrast to the principal components.  Parameters for 
subsequent analyses are thus selected according to their loadings and their physical meaning. At the 
end, we eliminate true redundancies (parameters that measure the same quantity) and 
undiscriminating parameters. 

There are other techniques that surely could be interesting and that we have not yet explored. 
Rather, we are investigating approaches more specific to the problem of obtaining a phylogeny with 
continuous characters (see Section 4). It appears that the structure of the parameter space must be at 
least grossly understood before embarking on sophisticated clustering tools, especially if the 
evolutionary information is to be retrieved. One difficulty in multivariate clustering of continuous and 
evolutive parameters, certainly not specific to astrophysics, is the cosmic variance that makes the 
groups to largely overlap in the parameter space. 

Once the parameters are selected, it is instructive to compare results obtained with several 
multivariate clustering techniques in several different conditions (sub-samples, subsets of 
parameters). This provides additional insights on the parameters, and the different groupings can be 
confronted and analysed. Similarities reinforce the results, and mismatches can be interpreted in light 
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of specificities of the techniques. In this way, we have obtained very convincing results on samples of 
hundreds of galaxies (Fraix-Burnet, Chattopadhyay, Chattopadhyay, Davoust and Thuillard, in prep). 
We demonstrate that multivariate clustering techniques and cladistics are the right tools to use. They 
yield results that are largely consistent, the cladogram providing the additional evolutionary 
relationshups between the groups. These groups cannot be guessed by any a priori splitting of the 
data, but we find that their properties happen to delineate different assembling histories, like for the 
globular clusters above. 
 

4. CONTINUOUS CHARACTERS AND SPLIT NETWORKS 

 

Cladistics is a difficult concept and its use in the case of continuous variables (morphometric data) is 

under intense investigation in the bioinformatics community (Gonzàles-Rosé et al., 2008). In 

particular, the formal relationship between distance-based (clustering, continuous variables) and 

character-based (cladistics, discrete values) is a very interesting topic in itself for which astrophysics 

brings an entirely new kind of data (Thuillard and Fraix-Burnet, 2009).  

Maximum parsimony and distance-based approaches are the most popular methods to produce 

phylogenetic trees. While most studies in biology use discrete characters, there is a growing need for 

applying phylogenetic methods to continuous characters. Examples of continuous data include gene 

expressions (Planet et al., 2001), gene frequencies (Edwards and Cavalli-Sforza, 1964; 1967), 

phenotypic characters (Oakley and Cunningham, 2000) or some morphologic characters (MacLeod 

and Forey, 2003; González-José et al., 2008).  

The simplest method to deal with continuous characters using maximal parsimony consists of 

discretizing the variables into a number of states small enough to be processed by the software. 

Distance-based methods are applied to both discrete and continuous input data. Compared to 

character-based approaches, distance-based approaches are quite fast and furnish in many instances 

quite reasonable results. As pointed out by Felsenstein (2004), the amount of information that is lost 

when using a distance-based algorithm compared to a character-based approach is often surprisingly 

small. The use of continuous characters in distance-based methods may at first glance be less 

problematic than in character-based methods as algorithms like the Neighbour-Joining work 

identically on discrete or continuous characters. But also here it is often not easy to determine if the 

data can be described by a tree. In Thuillard and Fraix-Burnet (2009), we investigate the conditions 

for a set of continuous characters to describe a split network or a X-tree (split networks are 

generalized trees). We show that a set of m continuous characters can be described by a split network 

or a weighted X-tree if the m-dimensional space representation of the taxa state values is on an 

orthogonal convex hull. In that case, there exists an order of the taxa, called perfect order, for which 

the distance matrix satisfies the Kalmanson inequalities for each character.  

In practice, identifying a priori characters that comply with these conditions is difficult. For 

complex objects in evolution, this requires some good knowledge of the evolution of the characters 

together with some ideas about the correct phylogeny or at least a rough evolutionary classification. 

In astrophysics, the study of galaxy evolution has yet not reached this point. However, we can show 

that the approach presented in this work, based on the Minimum Contradiction Analysis (Thuillard, 

2007, 2008) is extremely valuable even in cases with very little a priori hints. Here, we illustrate how 

this method can be used in practice, in particular to discover structuring characters and objects (more 

can be found in Thuillard and Fraix-Burnet, 2009). We have taken from Ogando et al. (2008) a 

sample of 100 galaxies described by some observables and derived quantities.  

In this first example, three variables have been chosen: logs, that is the logarithm of the central 

velocity dispersion, Kabs that is the absolute magnitude in the K band and measures the total quantity 
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of near-infrared K light emitted mainly by the stars, and ldiam that is the diameter of the galaxy. They 

are all expected to be correlated with the total mass of the galaxy. In addition, Kabs and ldiam both 

strongly depend on the total number of stars.  

Figure 4 shows the three variables logs, Kabs, Idiam after ordering of the galaxies with the 

Minimum Contradiction Analysis that provides the best order (the closest to the perfect order). The 

two last characters fulfill quite well the conditions for perfect order and the associated distance 

matrices are well ordered. The first character is in very first approximation well ordered. The distance 

matrix is well approximated by an expression characterizing a line tree structure that does not show 

particular substructures. 

As expected, the variables Kabs and ldiam are well correlated as can be seen from the ordered 

taxa corresponding to the best order. They are essentially responsible for the two groups seen on the 

distance matrix of Fig. 4 and thus for the line tree structure. The variable logs is only in first 

approximation correlated to the other variables. It is much noisier and has no obvious extremum.  

In the second example, we have chosen two variables possibly very little correlated and with 

evolution function probably not far from the case yielding a convex hull. D/B is the ratio between the 

size of the disk to that of the bulge. This is a quantitative and objective measure of the morphology of 

galaxies, spiral (that are disky) systems having a high D/B and elliptical ones having low D/B. The 

OIII variable is an intensity measure of a region of the spectrum where the OIII emission or 

absorption line is present. A strong emission line indicates the presence of interstellar gas and thus 

probably star formation. It is a priori not directly physically linked to the morphology.  

Despite some large deviations to perfect order for a number of galaxies, the level of contradiction 

is quite low as can be seen in Figure 5. The distance matrix can be described to a good approximation 

by a split network. A typical split network is shown in Figure 6.  
 

 

 
Figure 4. Left: Character values (top: logs, middle: Kabs, bottom: ldiam).vs. taxa arranged according 

to the best order.  Right: Distance matrix on the 3 characters. 
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Obviously, split networks can represent more complex relationships than trees, but they are very 

difficult to use for inferring phylogenetic hypotheses, even more than reticulograms that take into 

account hybridization or horizontal transfer. In Thuillard and Fraix-Burnet (2009), we propose a 

simple a posteriori discretization of the variables that, in favorable cases, simplifies a split network 

into an X-tree. This is depicted in Figure 7 where the values of the variables are plotted in the best 

order of Figure 5. 
 

 
 

Figure 5. Minimum contradiction matrix for the characters D/B and OIII. 
 

 

 

Figure 6. An example of a split network. 

 

Using a threshold value for the two variables OIII and D/B furnishing the discrete characters OIII 

large, OIII small, D/B large and D/B small. Compared to the peak in the D/B curve, the large peak for 

OIII is shifted to the right by roughly 5-10 galaxies. This shift generates some structure in the 

distance matrix (Figure 5). The galaxies can then be grouped into 3 different groups. The first group 

has large D/B values and large OIII except for 2 or 3 galaxies that show small OIII, the second group 

has small D/B and small OIII values while the group 3 contains all galaxies with small values of D/B 

and large OIII. This grouping can be represented on the tree of Figure 8. 
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Figure 7. Behavior of the two variables D/B and OIII arranged according to the best order 

represented in Figure 5. The a posteriori discretization is shown, and yields the tree in Figure 8. 

 
 

 

                                                                    D/B large                            D/B small 

 

 

                                                                    OIII large          OIII large   OIII small 

 

Figure 8. The "phylogenetic" tree obtained from the discretization shown in Figure 7. 

 

 

The first group is made of disky galaxies, which have generally a high star formation rate. There are 

only 2 or 3 galaxies of this group that have a small OIII. The second and third groups have more 

bulgy galaxies. In the latter, some galaxies show an OIII line in emission as strong as in group 1. 

These galaxies seem to contradict the long known observation, that elliptical galaxies have less gas, 

and thus form less stars than spiral galaxies. This observation is believed to be due to historical 

reasons in the evolution of galaxies that are not at all clear. Is it due to a sweeping of the gas in the 

elliptical galaxies by the intergalactic medium? Or is it due to the way elliptical galaxies formed, 

exhausting nearly all their gas in very efficient star formation episodes? Even if our sample is 

relatively small, OIII and D/B are obviously not tightly correlated since the first group contains some 

disky galaxies with low star formation and group 3 has bulgy galaxies with OIII in emission. 

Anyhow, this example is only for illustration, and does not pretend to generality. At least, it shows 

that since the formation scenarios for galaxies are complicated, they cannot be studied with two 

parameters only, like the present morphologies (like D/B) and the OIII signature. 

As a conclusion of this study, the level of contradiction of the minimum contradiction matrix 

furnishes an objective measure of the deviations to a tree or network structure. This measure can be 

used as a criterion to select the most important characters. The minimum contradiction matrix can 

also be of great help to a posteriori discretize continuous characters so that the resulting discrete 

characters can be well described by a tree or a split network. Quite interestingly, while discretization 

of continuous characters is often problematic, the posterior discretization after ordering of the taxa 

D/B large

OIII small
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can help removing contradictions from a split network or tree structure. We believe there is here a 

great hope not only for astrophysics but for many evolutionary and multivariate studies. 

 

5. COMMENTS AND CONCLUSIONS 

 

It is now clear that cladistics can be applied and be useful to the study of galaxy diversification. Many 

difficulties, conceptual and practical, have been solved,. Significant astrophysical results have been 

obtained and will be extended to larger samples of galaxies and globular clusters. However, many 

paths remain in the exploration of this new and large field of research. 

There are difficulties that seem to be intrinsic to astrophysics. Most notably, we have millions of 

objects, but a few tens of descriptors. Of course the situation will improve with time, in particular 

with integral-field spectroscopy (spectra of detailed regions in the galaxy, e.g. Ensellem et al., 2007). 

Spectra might not be currently employed at their full capacity of description. Here also, sophisticated 

statistics can help. But it is not clear whether these data would lead to the discrimination of hundreds 

of classes. Perhaps this is an erroneous target, perhaps galaxies cannot be classified with such a 

refinement. Nonetheless, this is already a matter of using multivariate clustering methods and 

interpreting their results usefully. This is probably more than a conceptual question because 

clustering with continuous data and large intraspecific variance is a very complicated problem in 

itself. Sophisticated statistical tools must be used, but the question of characterizing the groups in this 

context requires a different culture that is not yet widespread in astrophysics. We are convinced that 

improvements can be made here.  

Cladistics is supposed to identify clades, that are evolutionary groups, whereas the concept of 

“species” is not defined at all in astrophysics, and we have even not converged toward groupings 

based on multivariate analyses. Understanding the formation and evolution of galaxies, depicting a 

global scenario for galaxy diversification, is a major challenge for the astrophysics of XXIst century. 
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ABSTRACT 

 

We consider statistical properties of dwarf galaxies and of globular cluster systems situated 

within ~10 Mpc, and explain them physically. We analyse ages, metallicities, and light-element 

abundance ratios obtained from medium-resolution spectra of extragalactic globular clusters at 

the 6m telescope of the Russian Academy of Sciences and other large telescopes, as well as high-

quality structural parameters of globular clusters derived from photometry on Hubble Space 

telescope images. We consider new multivariate statistical methods for addressing the problem 

of the origin and evolution of galaxies. 

 

1. INTRODUCTION 

 

The investigation of dwarf galaxies and their globular cluster (GC) systems is an important task 

for modern astrophysics. The hierarchical structure formation scenario predicts that objects with 

masses typical for the present-day faintest dwarf galaxies and brightest GCs (~10
6-7

 M⊙) were 

the first objects to form in the Universe  (Peebles & Dicke, 1968), and all structures we observe 

today were formed by subsequent merging of these smaller sub-units. Studying the chemical 

composition, mass, luminosity, velocity dispersion, structural parameters of such objects, and 

possible correlations between different observational properties should shed light on the 

cosmological structure formation process. 

 

2. PROPERTIES OF DWARF GALAXIES AND THEIR PLACE IN THE 

COSMOLOGICAL HIERARCHY 
 
The Local Volume (LV), a region of up to ~10 Mpc from the Sun, mainly consists of so-called 
“poor” groups, formed by one or two bright spiral or elliptical galaxies and a number of fainter 
dwarfs (e.g. Karachentsev et al., 2004). Voids with diameters  ~1-2 Mpc may host only very few  
faint galaxies. The nearest rich cluster of galaxies in  the Virgo constellation is situated at a 
distance of ~17 Mpc from us and contains roughly two orders of magnitude more galaxies of 
different luminosities than a typical poor group. The number of known small galaxies grows with 
the progress of observational facilities. In our days the accurate measurement of distances and 
photometric properties of individual representatives of the brightest stellar populations is 
possible up to ~20 Mpc thanks to  images of high spatial resolution from the Hubble Space 
Telescope. Our knowledge of the wide variety of properties of dwarf galaxies is close to be 
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complete only for the objects within the Local Group (LG) (distance from us less than ~1 Mpc), 
i.e. for the satellites of the Milky Way and M31. 
 

Low surface brightness (LSB) dwarf galaxies are fainter than MB =-16
m

. They represent the 
most common type of objects in the local Universe. The number density of dwarfs observed in 
nearby rich clusters may approach 50-100 Mpc

-3
. In distinction to GCs, dwarf galaxies are dark-

matter dominated as evidenced by the large velocity dispersions of their stars. Like their normal 
cousins, dwarfs may be of early or late morphological type. Spheroidals (dSph) are gas-poor, old 
stellar systems. Irregulars (dIrr) contain young stars and neutral hydrogen, the fuel for star 
formation activity. Some objects, classified as transitional types (dIrr/dSph), show evidence for a 
few young and intermediate-age stars but not for any gas, or contain very small amount of it, 
which is below the detection level of most modern telescopes. They probably lost their gas 
during some recent powerful star-forming events, because of their shallow potential well. Indeed, 
radio observations show the presence of  HI clumps around some faint galaxies (Begum et al., 
2008). The strongest star-forming bursts covering entire galaxies occur in blue compact irregular 
dwarfs (BCDs). They have therefore a high surface brightness in the blue and ultraviolet spectral 
ranges.    

The origin of dwarf galaxies is under debate. What processes drive morphological 
transformations? Why do objects lose their gas? Some clues to the solution of the problem are in 
the observational properties of these objects. Dwarf galaxies may experience ram pressure or 
tidal stripping when moving through the dense hot gaseous halo of their massive neighbours. 
Indeed, it is a well-known fact that the majority of dSphs are located at a projected distance of 
less than ~200 kpc form the central galaxy in groups and clusters (Karachentsev et al., 2005). 
The starvation mechanism, which may play a role, means that the gravitational potential of a 
group or cluster creates a Roche lobe around any individual galaxy. The gas tidally stripped from 
objects in violent star-forming events, like supernovae bursts, or  birth of star clusters, is 
acquired by the galaxy ensemble (Shaya & Tully, 1984). Some observational facts are hard to 
explain theoretically. For example, the existence of the isolated dSph KKR25 situated in the 
outskirts of the LG (Karachentsev et al., 2001), and of the isolated low-mass lenticular (S0) 
NGC404 (Karachentsev & Makarov, 1999). It is important to compare dynamical processes 
driving the star formation and chemical evolution of dwarf and normal galaxies, in order to 
understand better the reason for the sharp differences in their properties. 

The aforementioned observational facts qualitatively depict the properties of dwarf galaxies 
and outline problems concerning their formation and evolution. In the following we will examine 
statistical facts and relations. Are the properties of dSphs, dIrrs, and dIrr/dSphs different? Table 
1 summarizes observational data for dwarf  galaxies. The information for the LG is taken from 
Mateo (1998), Grebel et al. (2003), and Karachentsev et al. (2004). The catalog of Karachentsev 
et al. (2004) and the results presented by Sharina et al. (2008) are used for the objects situated in 
the LV.  We consider (V-I) (visual minus near-infrared) and (B-V) (blue minus visual) mean 
integrated colors corrected for Galactic extinction, total mass of neutral hydrogen, mean 
metallicity of red giant branch stars, mean surface brightness in the V band corrected for Galactic 
extinction, absolute magnitude in the V-band corrected for Galactic extinction. Table 1 shows 
that dIrrs are bluer, richer in HI, poorer in metals, brighter in the visual band, than dSphs and 
intermediate-type galaxies. Suppose that our three samples were drawn from the same normally 
distributed parameter space. To check our hypothesis we consider each property independently, 
and apply the F-test (comparison of variances) and Student’s t-test (comparison of means) 
(Stuart & Ord, 1994). One can see from Table 2 that the  samples of dSphs and dIrrs are different 
that at a high significance level. However, some of the photometric properties of transitional-
type galaxies appear to be similar to the ones of  dSphs, or dIrrs. Other characteristics of 



295 

 

dSph/dIrr are different from those of early and late-type dwarfs at significance levels of 5, or 10 
per cent. So, our simple statistical tests confirm the transitional nature of this rare type of 
galaxies. 
 

Table 1. Observational properties of LSB dwarf galaxies in the Local Group (LG) and in the 
Local Volume  (LV) 

 dSph  dSph/dIrr   dIrr  

  
  
(V-I) LG    

   (V-I) LV   

        1.2±0.20 

        1.1±0.12  

        1.00 ± 0.10   

        0.90 ± 0.12 

        0.73±0.2    

        0.74 ±0.2   

   (B-V) LG  

   (B-V) LV  

        0.7±0.10  

        0.8±0.20  

        0.68 ± 0.10 

        0.57 ± 0.10 

        0.46 ±0.2  

        0.48 ±0.2   

   Mass HI LG   

   Mass HI LV  

[1.8 10
3
; 1.3 10

5
]   

   not detected 

  [6.3 10
4
   ; 1.5 10

5
]   

  [8.0 10
5
   ; 3.3 10

6
] 

    [7.2 10
5
    ; 1.0 10

7
] 

    [2.0 10
6
    ; 5.0 10

8
]  

   [Fe/H] LG     

   [Fe/H] LV 

    -1.56 ± 0.31  

    -1.44 ± 0.23 

       -1.80 ± 0.14 

       -1.60 ± 0.31  

        -1.90 ± 0.31    

         -1.94 ± 0.32 

   SB V 0, LG 

   SB V0 , LV 

    24.61 ± 0.96  

23.36 ± 1.09  

        23.90 ± 0.85   

        22.75 ± 0.76   

         22.43 ±1.14      

         22.36 ±1.10                                                                 

   MV  LG   

   MV  LV 

   -11.31 ± 2.17  

    -11.07 ± 1.66  

       -10.86 ± 1.18   

      -12.79 ± 1.99  

        -12.89 ± 1.81 

        -12.97 ± 1.73  
 
 

Note however that this analysis does not allow one to study different observational properties 
and groups of properties in a multivariate setup which are more responsible for the parent galaxy 
evolution. This may be carried out by applying methods of Principal Component Analysis (PCA) 
(Pearson, 1901), and Cluster Analysis (CA). PCA is one of the most common multivariate 
statistical methods used in astronomy (see e. g. Strader & Brodie, 2004). It is used to reduce the 
large number of parameters to a smaller one which gives the maximum variation among the 
objects under consideration. For instance, Prada & Burkert (2002) discovered a new correlation 
between the mass-to-light ratio and the mean metallicity for the satellites of the LG, using a 
classical PCA.  In the following, we summarize the linear correlations between the properties  of 
dwarf galaxies studied up to date, which are a guide for future work using classical, modified 
PCA and CA methods.  Each relation is physically explained.   

There is a linear correlation between the luminosity of galaxies and the mean metallicity of 
their old stars for early-type dwarf galaxies (see Sharina et al., 2008 and references therein). Its 
functional form, L ~ Z

2.5
, coincides with that predicted by the model of Dekel & Silk (1986), 

according to which the evolution of small galaxies is mainly regulated by supernova-driven 
winds. A similar relation exists for dIrrs (Grebel et al., 2003). However, dIrrs have old stellar 
populations of lower mean metallicity at a given optical luminosity in comparison with dSphs, 
and the scatter in the relation is large.  The surface brightness - luminosity relation  (L ~ R

4
) is 

also well explained by the fact that galaxies with a mass below some critical value undergo 
substantial gas loss as a result of a violent bursts of star formation (Dekel & Silk, 1986). The 
central and effective surface brightness appears to correlate simultaneously with the absolute 
magnitudes of galaxies in different photometric bands: SB ~ 0.5 MV. This relation is equivalent 
to the aforementioned luminosity – radius relation. On the other hand, the mean surface 
brightness within the larger isophote, 25 mag./sq.arsec, correlates with the absolute magnitude in 
a different way: SB25 ~ 0.33 MV , which implies a constancy of galactic spatial density averaged 
within this isophote.  
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The exponential scale length – luminosity relation for dwarf galaxies (Sharina et al., 2008) 
shows a behaviour different from that for galaxies more massive than Mcrit   ~10

8
 MassSun . This 

limit corresponds to a critical luminosity MB ~ -12 -13 mag.  (Bell & de Jong, 2001). For galaxies 
more massive than this limit the scale length is proportional to  L

0.5
, which implies the constancy 

of the central surface brightness. The change of slope of this relation is presumably caused by the 
fact that less massive objects lose their  gas more efficiently.  

 

Table 2. Student’s t-test statistics quantifying the probability that the photometric properties 
(Table 1)  for the LG and the LV samples of  dSphs, dIrrs and transitional type dwarfs were 

drawn from the same distribution. Numbers of degrees of freedom are given in brackets. Critical 
values of T-distribution for each photometric parameter at a significance levels of 5 per cent for 
the three samples taken in pairs are also presented.  The critical values at significance levels of 

10 per cent (in brackets) are shown for some cases (see text for details). 
 

 DSph -- dSph/dIrr dSph/dIrr -- dIrr dIrr -- dSph 

   T (V-I) LG    

   T (V-I) LV 

    t 0.95, LG  

    t 0.95, LV 

     1.02     (N=15) 

     1.76     (N=21) 

     1.75     (1.34) 

     1.72   

     1.79     (N=3) 

     1.11     (N=3) 

     1.75 

     1.67     (1.30) 

       6.21     (N=15) 

       7.57     (N=56) 

       1.70 

        1.67 

  T ( [Fe/H] LG)  

  T ( [Fe/H] LV)  

   t 0.95, LG  

   t 0.95, LV 

      0.77    (N=18) 

      0.65    (N=14) 

      1.73 

      1.76 

            0.31     (N=3) 

            1.47     (N=3) 

            1.73 

            1.69     (1.31) 

        2.51 

        5.33   (N=14)  

        1.70   (N=36) 

        1.68 

   T (SB V 0, LG)  

   T (SB V 0, LV) 

    t 0.95, LG 

    t 0.95, LV 

      1.19    (N=17) 

      0.75    (N=21) 

      1.73    (1.33) 

      1.72    (1.32) 

            1.97     (N=3) 

            0.49     (N=3) 

            1.81 

            1.67 

        3.12  (N=8) 

        3.49  (N=56) 

        1.71                    

        1.66                  

   T (MV  LG)   

   T (MV  LV)  

    t 0.95, LG 

    t 0.95, LV 

      0.40    (N=18) 

      1.37    (N=21) 

      1.72    (1.32) 

      1.72    (1.32) 

            2.00     (N=5) 

            0.14     (N=3) 

            1.73 

            1.67 

        2.24  (N=15) 

        4.34  (N=56) 

        1.70  

        1.66 
 

 

3. PROPERTIES OF GLOBULAR CLUSTERS 
 

GCs are the brightest representatives of the oldest, simplest stellar populations. Their physical 
properties are often used for better understanding the evolution of dwarf galaxies and their role 
as building blocks in the  cosmological  structure formation. The chemical tagging of 
hierarchical building blocks in different types of galaxies or, in other words, reconstructing the 
star formation and assembly histories of galaxies by identifying "tracer" populations has been a 
popular idea in the scientific community for many years (see for a review West et al., 2004, and 
references therein). The existence of chemical similarities between GC systems of dwarf and 
giant galaxies may indicate that a certain fraction of GCs in giant galaxies were accreted from 
satellite dwarf galaxies.  

The metallicity, age, and alpha-element abundance ratio of GCs were derived in a series of 
papers devoted to the results of medium-resolution spectroscopy obtained at the 6m telescope of 
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the Russian Academy of Sciences and the Very Large Telescope of the European Southern 
Observatory: Sharina, Afanasiev, and Puzia, 2006a, b; Sharina, Puzia & Krylatyh, 2007; Puzia & 
Sharina, 2008; Sharina & Davoust, 2009. A large amount of data is still in preparation for 
publication.   

Astronomers often find difficulties in interpreting the “age-metallicity degeneracy problem”, 
when they deal with fluxes (I), or magnitudes (-2.5 log10(I)) of stellar ensembles integrated 
within a wide spectral range (~1000 Angströms in the commonly used photometric Johnson-
Cousins system), and colors (differences between two magnitudes). Bluer colors may indicate 
that the maximum of the relative energy distribution is shifted toward the blue. This may be 
caused by the young age or low metallicity of the object. When we compare our observational 
colors with the model ones, the same data may be explained by the effect of either metallicity or 
age.  The method of Lick indices is the most commonly used for disentangling age-metallicity 
degeneracy effects in the integrated spectra of GCs (e.g. Proctor et al., 2004). Metal lines arise 
from the coolest stars (red giant branch and low Main Sequence stars). Balmer lines of Hydrogen 
arise from the hottest stars (Main Sequence Turn Over, and Horizontal Branch stars). So, Lick 
indices centered on different spectroscopic absorption-line features allow one to break the age-
metallicity degeneracy. To derive the evolutionary parameters of GCs we measured absorption-
line indices in the spectra using the pass-band definitions of the well-known and widely used 
Lick system (Worthey, 1994, Worthey et al., 1994, and Worthey & Ottaviani, 1997). To bring 
the measured indices into correspondence with the standard system, we calibrated the  
instrumental system of our telescope and spectrograph into the standard one by using stars from 
the list of Worthey et al. (1994) observed during the same night as the program GCs. We 
compared the measured indices with Simple Stellar Population model predictions from Thomas 
et al. (2003, 2004). For this a three-dimensional interpolation and chi-square minimization 
routine was developed (Sharina et al., 2006; see also Sharina & Davoust, 2009). In the following 
we summarize our results on the chemical composition of GCs in dwarf galaxies presented in the 
published papers.  

We found that the alpha-element abundance ratio tends to be low ([α/Fe]~0.0) in dwarf 
galaxies in comparison to the corresponding values for GCs in the Milky Way, M31 and other 
giant galaxies, where [α/Fe]~0.3. This trend was present for each observational dataset presented 
in the quoted papers and is seen in the cumulative histogram shown in Fig.1. We present here the 
probability density function (PDF) for all metallicity estimates  obtained spectroscopically. The 
line indicates a non-parametric density estimate using an Epanechnikov kernel (Epanechnikov, 
1969). For an explanation of the diagram as a density see Freedman & Diaconis (1981). The 
peak in the [α/Fe] distribution is defined with an accuracy of 0.08 dex. Alpha-particle capture 
elements are mainly produced in type II supernovae. The progenitors of SNe II are massive stars 
with short lifetimes (~10

7 
years). Type Ia supernovae, produced by low-mass long-lived stars, 

eject mainly iron-peak elements. This is why abundance ratios can be used as cosmic clocks 
indicating the evolutionary timescales. 
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Figure 1. Probability density function of alpha-element abundance ratios for GCs in dwarfs 

galaxies observed spectroscopically at the 6m telescope and VLT (see text for details). 

 

Figure 2.  Probability density function of [Fe/H] for old and intermediate-age GCs in dwarfs 

galaxies observed spectroscopically (see text for details). 



299 

 

Metallicities tend to be low in dwarf galaxies in comparison to the normal ones.   PDFs for 

star clusters in dIrrs, old and intermediate-age GCs in dSph compiled using all the published data 

are shown in Fig.2. The functions were produced using the same methods as for the [a/Fe] 

distribution described above. The two peaks for dIrrs near [Fe/H]~-1.3 dex, and -1.77 dex are 

defined with the accuracies ~0.05 dex using the non-parametric density estimate with an 

Epanechnikov kernel. The probability-density peaks for old and intermediate-age dSphs are 

[Fe/H]~ -1.45, and -1.02 dex, respectively. They are defined with the accuracies ~0.2 dex. Note, 

that [Fe/H] of old and intermediate-age GCs in dSphs is systematically higher than for dIrrs. In 

general, GCs are representatives of old stellar populations, and their chemical compositions 

reflect physical parameters and processes in the interstellar medium existing hundreds million 

years ago. In the case of isolated galaxy, massive enough to keep its stellar ejecta, the metallicity 

of stars and interstellar medium is well described by the close-box model of continuous star 

formation (Layden & Sarajedini, 2000).  If there are no inflows of fresh gas, the metallicity of 

youngest stellar populations is expected to be high ([Fe/H]>-0.5).  The fact that the interstellar 

medium of dwarf galaxies is poor in heavy elements probably means that their gravitational 

potentials are not strong enough  to prevent stellar outflows to leave galaxies. On the other hand, 

systematically higher metallicity of old and intermediate-age GCs in dSphs likely indicates their 

larger mass in the past.  If we compare the metallicity distribution of GCs in dwarf galaxies with 

the one for the three groups of GCs in NGC5128 selected basing on PCA analysis according to 

their half-light radii (Chattopadhyay et al., 2009), we can see that the low-metallicity peaks  for 

the two groups of GCs in NGC5128 having presumably external origin lie close to the peak  

value of [Fe/H] shown in Fig. 2. 

 

Figure 3. Probability density functions of age for GCs in dSphs and dIrrs observed 

spectroscopically (see text for details). 
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Our spectroscopic observations reveal evidence for only intermediate-age and old GCs in 

dSphs, and for star clusters in a wide range of ages in dIrrs (see Fig. 3). The peaks in the PDFs 

presented in Fig.3 are ~9 Gyr for dSphs and ~2.5 Gyr for dIrrs. They were derived with 

uncertainties of 0.8 Gyr and 1.9 Gyr, respectively, using the non-parametric density estimate 

with an Epanechnikov kernel. In distinction to late-type galaxies, early-type dwarfs often contain 

super-massive GCs near their optical centers. There are young and embedded star clusters in the 

centers of most massive higher surface brightness dSphs. These are the satellites of M31 

NGC205 and 185 (Sharina et al., 2006). This means that LSB dwarfs had enough gas and 

specific physical conditions for star cluster formation only in the early stages of their evolution. 

Star  formation is rather stochastic in dIrrs. Star-forming regions are distributed more randomly 

and chaotically.   

The number of massive gravitationally bound star clusters per unit mass and luminosity in 

dwarf galaxies is much higher than in giant galaxies (Sharina et al., 2005, Georgiev et al., 2008). 

The formation of a star cluster with a mass 1-10% of the total galaxy stellar mass is a 

cataclysmic event in the life of a small galaxy that truncates further star formation for some 

period of time (Silk et al., 1987). This process demands high densities and pressures in the 

interstellar medium. Star clusters in dwarf galaxies are expected to be more compact in general 

due to high virial densities in stars, gas, and dark matter. However, they are not all compact (Da 

Costa et al., 2009). There are two peaks in the distribution of half-light radii at 3 pc and 10 pc.  

The most promising discoveries in the literature concerning half-light radii (rh ) of GCs are 

probably the following: 1. There is a correlation between rh of GCs and their galactocentric 

distance (van den Bergh, 2000) ; 2. The theoretical prediction that rh remains constant during the 

dynamical evolution of GCs has been confirmed by the analysis of a large sample of GCs in 

early-type galaxies in the Virgo cluster ( Jordán et al., 2005); 3. Unusual GCs exist in the 

outskirts of M31, in M33 and LSB dwarf galaxies with rh intermediate between star clusters and 

dwarf galaxies (Huxor et al., 2005, Da Costa et al., 2009).  

The structural parameters, luminosities, masses of star clusters in galaxies change in the 

course of their dynamical evolution in different ways depending on the initial mass and 

environmental conditions. GCs moving through the dense gaseous parts of giant galaxies destroy 

the faster the lower their mass is.  These parameters are also used by PCA and CA to study 

galaxy formation process (e.g. Chattopadhyay et al., 2009). The main aim is to derive a main 

physical parameter or parameter space influenced by evolution. PCA and CA are extremely 

useful to separate groups of GCs in large galaxies, which show the largest differences in all their 

properties. Some of the groups may be accreted from dwarf satellites. Chattopadhyay, 

Chattopadhyay, Davoust, Mondal, & Sharina (2009) discovered three groups of GCs in the giant 

elliptical NGC 5128 using PCA and CA, and derived the mean properties of the three groups.  

The three groups differ in their mean  masses, metallicities, and origin. 
 
 

4. COMMENTS AND CONCLUSION 

 

We obtained a large amount of observational data on GCs in dwarf galaxies and complemented 

them by data published in the literature. The derived parameters are: 1. Lick indices, which are 

centered on different absorbtion-line features, and therefore  sensitive to age, metallicity, and 

abundances of different chemical elements; 2. colors measured in different pass-bands; 3. 

evolutionary parameters obtained by comparison of the observed data with Simple Stellar 
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Population models; 4. luminosities and masses of GCs; 5. structural parameters (radii, central 

densities, concentration indices, etc.) . 

Dwarf galaxies reveal properties which can allow us to further improve their morphological 

classification. Some of the derived observational parameters (metallicity, mass, luminosity, 

spatial density, size, velocity dispersion) are correlated. The chemical composition and 

evolutionary parameters of GCs in dwarf and giant galaxies are used for determining  

evolutionary timescales for the host galaxies formation, and for testing the hierrarchical  

structure formation scenario. 

The goal of our future studies is to derive components in the parameter space of various 

observational properties of GCs and their host galaxies, which are responsible for the parent 

galaxy's evolution. 
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ABSTRACT 

 

A generalized censoring scheme in the survival analysis context was introduced by 

Jammalamadaka and Mangalam (2003, Jour. of Nonparametric Statistics, pp.253-265). In this 

talk we discuss how such a censoring scheme applies to circular data and in particular when the 

original data is assumed to come from a parametric model such as the von Mises. Maximum 

likelihood estimation of the parameters as well as their large sample properties are considered 

under this censoring scheme. Monte Carlo comparisons are made with alternate estimators of the 

mean direction and concentration.  
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ABSTRACT 

 

One of the most common problems that arise in statistical analysis is the existence of some 

unexpected observations in data set. Beckman and Cook (1983) and Barnett and Lewis (1984) 

reviewed the literature on outliers in various areas of statistical data. In this presentation, we are 

interested to study the occurrence of single outlier in directional or circular data. To date, a 

number of discordancy tests are available for circular samples. Three of them, the C-statistic, D-

statistic and M-statistic were suggested by Collett (1980) and the L-statistic was suggested 

earlier by Mardia (1975).  Recently, Abuzaid et al. (2009) proposed an alternative statistics 

called A-statistic.  Via simulation studies, they showed that the statistic performs well compared 

to other statistics for data generated from von Mises distributions.  The statistics is further 
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investigated for other circular distributions. The percentage points are calculated and the 

performance is examined. We compare the performance with the tests. As an illustration a 

practical example is presented.   

 

 
Proceedings of the Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X), Volume I, 

The Islamic Countries Society of Statistical Sciences, Lahore: Pakistan, (2010): 304–304. 

 

ANALYSIS OF MISSING VALUES FOR CIRCULAR DATA 

 

Yong Zulina Zubairi 

Centre for Foundation Studies in Science, University of Malaya, 50603 Kuala Lumpur, Malaysia 

E-mail: yzulina@um.edu.my 

 

ABSTRACT 

 

In this paper, the analysis of missing values for circular data is discussed. Circular data are rather 

special because they are in a closed form over the range of )360,0[ oo . Hence, all existing 

procedures that have been used in treating the missing values in linear data are not longer valid 

for circular data. Imputation methods for missing values data are proposed in the paper. Two 

different methods namely circular mean by column and sample mean are used. In this study, 

missing values were tested in parameter estimation for simultaneous linear functional 

relationship model for circular variables. From the simulation studies, it shows that the proposed 

method provide an adequate approach in handling missing values for circular variables. 
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ABSTRACT 

 

This paper proposed a statistical model to compare or describe the relationship between several 

circular variables subject to measurements errors. The model is known as the simultaneous linear 

functional relationship for circular variables, which is an extension of the linear functional 

relationship model. Maximum likelihood estimation of parameters has been obtained iteratively 

by assuming the ratios of concentration parameters are known and by choosing suitable initial 

values. The variance and covariance of parameters have been derived using the Fisher 

information matrix. The model was applied to the Malaysian wind direction data recorded at 

various levels. 

 

Keywords and phrases: Simultaneous linear function relationship model, circular variables, von 

Mises distribution, concentration parameters, wind direction data. 

 

1. INTRODUCTION 

 
Circular variables can be defined as one which takes values on the circumference of a circle and 

they are in the form of angles in the range  00 360 ,0  or  2 ,0  radians. These types of data are 

widely observed in geological, meteorological, biological and astronomical studies. A simple 

linear functional relationship model for circular variable refer to a two mathematical circular 

variables X and Y which are observed inexactly, linearly related by XY   (mod 2 ). This 

model was first introduced by Hussin (1997). It also assume that the errors of circular variables X 

and Y are independently distributed and follow the von Mises with probability density function 

given by        0

1

00 cosexp2;,  


Ig  where  0I  is the modified Bessel 

function of the first kind and order zero; Mardia (1972). The parameter 0  is the mean direction 

while the parameter   is described as the concentration parameter.  

An application when both X and Y are circular, for example in modeling a relationship for 

calibration between two instruments for wind direction, requires that   1. As explained by 

Hussin et al. (2004), the practical considerations often imply that    1 is the most meaningful 

model, even though a larger integer value (typically very much larger) may give a model which 

apparently fits the data slightly better. Caires and Wyatt (2003) also proposed similar model by 

assuming 1  in the study of the assessment of ocean wave measurements. 

This study considers a linear functional relationship between all pairs of a set of X and circular 

random variables Yj (j = 1, …, q). The proposed model is known as simultaneous linear 

mailto:ghapor@um.edu.my
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functional relationship model for circular variables which can be used, for example in assessing 

the relative relationship of a set of q circular random variables. As an illustration, this model will 

be used in studying the fundamental relationship of meteorological data, which is Malaysian 

wind direction data which have been recorded at different levels. 

 

2. THE MODEL 

 

Suppose the circular variables  qjY j ,,1   are related to X by the linear functional 

relationship XY jjj   (mod 2 ). Let  
jii YX  ,  be the true values of the circular variables 

X  and jY  respectively and we assume that the observations ix  and jiy  have been measured with 

errors i  and ji  respectively. Thus, the full model of simultaneous linear functional relationship 

for circular variable can be written as 
 

  iii Xx   and jijiji Yy  , where 

  )2 mod(  XY jjj  , for qj ,,1  . 

 

We also assume i  and ij  are independently distributed with von Mises distribution that is, 

 

    ,0~ VMi  and  jji VM  ,0~  respectively. 

Suppose that we assume the ratio of the error concentration parameters of the model, 





j

j   is 

known.  Then, the likelihood function is,  

 

 

          

           

 

 



 























q

j

n

i

ijjjij

n

i

iij

q

j

nnn

q

j

n

i

jij

n

i

ij

q

j

nnn

qnnjnjj

XyXxII

II

yyxxXXL

1 111

00

2

1 111

00

2

1111

cosexpcosexp2

cosexpcosexp2

,,,,,,;,,,,,





 

 

 

By taking the logarithm to likelihood function, the equation above becomes, 
 

 qnnjnjj yyxxXXL ,,,,,,;,,,,,log 1111    

          
 


q

j

n

i

ijjjij

n

i

ii

q

j

j XyXxInInn
1 111

00 coscosloglog2log2   

By assuming that 1j , for instance in the relationship calibration of the same characteristic, 

the equation above can be simplified as, 

         
 


q

j

n

i

ijjji

n

i

ii XyXxInqn
1 11

0 coscoslog12log2  . 
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3. PARAMETER ESTIMATION 

 
There are   12  nq  parameters to be estimated, i.e. q ,,1  , q ,,1  ,   and incidental 

parameters nXX ,,1   by using maximum likelihood estimation (MLE). By differentiating log L 

with respect to the parameters j , j ,   and iX , we can obtain the parameters ĵ , , ̂  and 

iX̂  as follows : 

 

3.1 MLE for j 
 

The first partial derivative of the log likelihood function with respect to j  is 
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log

 . 

By setting 0
log
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 and simplifying the equation we get,  
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where   

i

ijji XyS ˆˆsin   and   
i

ijji XyC ˆˆcos  .

 

 

3.2 MLE for j 
 

The first partial derivative of the log likelihood function with respect to j  is, 

  




i

ijjjii

j

XyX
L




sin
log

 . 

ĵ  cannot be obtained analytically and may be obtained iteratively. By setting 0
log






j

L


 and 

suppose 0
ˆ

j  is an initial estimate of ĵ , then we can simplify the above equation and 

approximately given by: 
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where 1
ˆ

j  is an improvement of 0
ˆ

j . 
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3.3 MLE for Xi  
 

The first partial derivative of the log likelihood function with respect to iX  is, 

    




j

ijjjijii

i

XyXx
X

L
 sinsin

log
. 

By setting 0
log






iX

L
 and suppose 0iX  is an initial estimate of iX̂ , we then get the equation 

approximately given by:  
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where 1
ˆ

iX  is an improvement of 0
ˆ

iX .  

 

3.4 MLE for  
 

The first partial derivative of the log likelihood function with respect to   is, 
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By setting 0
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 and after simplification, we get the equation approximately given by,  

 
 

   











 
j i

ijjji

i

ii XyXx
qn

A ˆˆˆcosˆcos
1

1
ˆ   

where  
 
 

 
 







ˆ

ˆ

ˆ

ˆ
ˆ

0

1

0

'

0

I

I

I

I
A  . 

Then, the equation becomes, 
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Estimation of ̂  can be obtained by using the approximation given by Fisher (1993), 
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In this paper, we propose an improvement of the estimate of    by multiplying with a correction 

factor of  
 

     
 , where q is the number of equations in the simultaneous relationship. Therefore 

the estimate of   is given by     
 

   
   . 

 
4. FISHER INFORMATION MATRIX OF PARAMETERS 

 

We will consider the Fisher information matrix of ̂ , ĵ  and ĵ  for the simultaneous circular 

functional  relationship model assuming that 1j . By considering the first partial derivatives 

of the log likelihood function as well as the second derivatives and their negative expected 

values, we define the Fisher information matrix, F  for jj  ˆ and ˆ,ˆ , given by 
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where R is an nn  matrix given by  
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W is an 2n  matrix given by 
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The bottom right minor of the inverse of F with order 33  will form the asymptotic covariance 

matrix of ̂ , ĵ  and ĵ . From the theory of partitioned matrices, this is given by  
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In particular we have the following results, 
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5. GOODNESS-OF-FIT 

 

In the model checking procedures, two approaches are used namely residual plots and numerical 

measures of Watson’s U
2
 test and Kuiper’s V tests as available in ORIANA software for 

directional data. The graphical method of model assessment of von Mises quantiles of residuals 

is used. In addition, the numerical measure Watson’s U
2
 and Kuiper’s V are used to test the null 

hypothesis that the errors followed the von Mises distribution as described by Fisher (1993). 

 

6. SIMULATION STUDIES 

 

The simulation studies have been carried out in order to assess the accuracy and measure the 

biasness of the proposed model.  Sample sizes of n were generated and let s be the number of 

simulations with 2q .  In this model,    and    are circular variables while   ,    and   are 

continuous. The following computations were carried out in the simulation study.  

  

(a) Calculation for    where       

i) Circular Mean,  

            ,              

    

 
 
 

 
       

 

 
                      

      
 

 
                          

      
 

 
                

   

ii) Circular Distance,                 

iii) Mean resultant length,   
 

 
            

 
            

 
 

 

(b) Calculation for    and   where        

i) Mean,     
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ii) Estimated Bias,           

iii) Estimated Root Mean Square Errors,        
 

 
        

 
 

 

The simulation results with        for each set of parameter value are shown in Tables 1 to 5. 

The values of X have been chosen from    
 

 
    and without loss of generality we choose 

    
 

and     , where      .  Three different choices of concentration parameters 

                for circular random error assuming
 
    and for each of these four choices 

of sample size                     have been considered.   The values of   cover a more 

realistic range as we expect the random error of circular variable is not too concentrated (less 

dispersed). It appears from Tables 1 and 2 that ̂  is a good estimator of  . Its circular distance, 

d which represents the biasness generally decreases with the increase of sample size n. Similarly, 

the measure of bias decrease with increasing concentration parameters of circular random error. 

Similar trend can be observed from the mean resultant length, R with represents a good accuracy 

as value approaches to one. Likewise, the conclusion may also be drawn from Tables 3 and 4 as 

the mean of ̂  approaches to the true value of   with the increases of sample size n and the 

concentration parameters,   of circular random error. The similar trend is also observed from 

the estimate bias (EB) and root mean square error (ERMSE) measures which suggest that ̂  is a 

good estimator of  .  

 

 

Table 1: Simulation Results for     (True value of        and         where      ). 

Performance 

Indicator 
Sample size, n                

Circular Mean 

30 -0.0139 -0.0068 -0.0042 

70 -0.0076 -0.0036 -0.0026 

100 -0.0060 -0.0026 -0.0016 

500 -0.0021 -0.0012 -0.0007 

Circular 

Distance, d 

30 0.0139 0.0068 0.0042 

70 0.0076 0.0035 0.0026 

100 0.0060 0.0026 0.0016 

500 0.0021 0.0012 0.0007 

Mean 

Resultant 

Length, R 

30 0.9956 0.9979 0.9987 

70 0.9983 0.9992 0.9995 

100 0.9988 0.9994 0.9996 

500 0.9998 0.9999 0.9999 
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Table 2: Simulation Results for     (True value of        and         where      ). 

Performance 

Indicator 
Sample size, n                

Circular Mean 

30 -0.0127 -0.0067 -0.0057 

70 -0.0079 -0.0030 -0.0026 

100 -0.0063 -0.0025 -0.0015 

500 -0.0019 -0.0012 -0.0007 

Circular 

Distance, d 

30 0.0127 0.0067 0.0056 

70 0.0079 0.0030 0.0026 

100 0.0063 0.0025 0.0014 

500 0.0019 0.0012 0.0007 

Mean 

Resultant 

Length, R 

30 0.9957 0.9978 0.9988 

70 0.9982 0.9992 0.9995 

100 0.9987 0.9994 0.9996 

500 0.9998 0.9999 0.9999 

 

Table 3: Simulation Results for     (True value of        and         where      ). 

Performance 

Indicator 
Sample size, n                

Mean 

30 1.0089 1.0048 1.0033 

70 1.0040 1.0028 1.0018 

100 1.0038 1.0018 1.0012 

500 1.0012 1.0008 1.0004 

Estimate Bias 

(EB) 

30 0.0089 0.0048 0.0033 

70 0.0040 0.0028 0.0018 

100 0.0038 0.0018 0.0012 

500 0.0012 0.0008 0.0004 

Estimate Root 

Mean square 

Error 

(ERMSE) 

30 0.0469 0.0320 0.0259 

70 0.0269 0.0190 0.0148 

100 0.0228 0.0159 0.0122 

500 0.0101 0.0071 0.0054 
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Table 4: Simulation Results for     (True value of        and         where      ). 

Performance 

Indicator 
Sample size, n                

Mean 

30 1.0080 1.0041 1.0032 

70 1.0044 1.0025 1.0015 

100 1.0038 1.0017 1.0009 

500 1.0010 1.0009 1.0005 

Estimate 

Bias (EB) 

30 0.0080 0.0041 0.0032 

70 0.0044 0.0025 0.0015 

100 0.0038 0.0017 0.0009 

500 0.0010 0.0009 0.0005 

Estimate 

Root Mean 

square Error 

(ERMSE) 

30 0.0462 0.0343 0.0265 

70 0.0274 0.0193 0.0149 

100 0.0226 0.0159 0.0122 

500 0.0100 0.0071 0.0054 

 

Table 5: Simulation Results for    (True value of        and         where      ). 

Performance 

Indicator 
Sample size, n                

Mean 

30 16.3839 32.9824 55.1073 

70 15.4297 31.1373 52.0184 

100 15.2777 30.7237 51.4161 

500 14.8989 29.9879 50.1485 

Estimate Bias 

(EB) 

30 1.3839 2.9824 5.1073 

70 0.4297 1.1373 2.0184 

100 0.2777 0.7237 1.4161 

500 0.1011 0.0121 0.1485 

Estimate Root 

Mean square 

Error (ERMSE) 

30 3.4950 7.1875 11.8474 

70 1.9190 3.9173 6.6699 

100 1.5696 3.1689 5.3637 

500 0.6595 1.3192 2.2420 

 

 

Table 5 clearly indicates that multiplication by the correction factor of 2/3 or q/(q + 1), where 

    to    provide an improvement to the maximum likelihood estimator. Please note that in the 

linear functional relationship model for circular variables (where    ), an improvement to    
by multiplying    with 1/2 or q/(q + 1), where     was done to get the consistent estimation of  

 . In this paper, we extended the idea by assuming that multiplication by q/(q + 1), may improve 

the maximum likelihood estimation for   in the simultaneous linear functional model for circular 

variables with   equations. As shown in the simulation studies, the mean of    approaches the 

true value of   with the increases of sample size n and the concentration parameters of circular 
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random error. Thus, it is plausible that the larger   (less dispersed), the better is the 

approximation of   using    instead of   . In other words, a more appropriate estimate of   in this 

simulation studies is using a correction factor,    
 

 
  . 

 

7. APPLICATION TO METEOROLOGICAL DATA 

 

As an illustration for the proposed model, the wind direction data recorded at Bayan Lepas 

airport on July and August 2005 at time 1200, located at 16.3 m above ground level, latitude 

05°18’N and longitude 100°16’E were used in this study. A total of 62 observations have been 

recorded at three different pressures (and height) which is at pressure 850 Hpa with 5000 m 

height (denoted by variable x), at pressure 1000 Hpa with 300 m height (denoted by variable y1) 

and at pressure 500 Hpa with 19,000 m height (denoted by variable y2). 

Figure 1 show the scatter plots of the wind direction data set where we can see there are a 

few points located at upper and lower bound of y-axis. Knowing that our data are in a circular 

form, then the observations at the top left should be closed to the bottom left or upper right. 

Similarly apply to those points at the bottom right. Thus, it suggests that there exists a linear 

relationship between those variables involved in the measurement of this wind direction. 

 

   
Figure 1: Scatter plot for wind direction recorded at Bayan Lepas airport  

(a) X & Y1  (b) X & Y2 

 

 

In this example the maximum likelihood estimates have been obtained by assuming equal error 

of the concentration parameters. For the convergence criteria, we set that the iteration will stop 

once our j  change by no more than 0.0001. The iteration is started by selecting ii xX 0
ˆ  and 

1ˆ
0   as initial values. These values are chosen because we expect that iX̂  should be close to 

nixi ,,1,   and ĵ  around 1. Our aim is to find 1 , 2 , 1 , 2  and   which will maximize 

the log likelihood function as well as getting the standard error for each parameter estimates by 

using the Fisher information as described previously.  
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Table 6 showed the maximum likelihood estimates and the standard error for the data set. The 

estimate relationship of wind direction data recorded at Bayan Lepas airport may be given by 

 

XY 034.1211.01    2mod    and   XY 912.0174.02    2mod  

 

Table 6: Parameter estimation for wind direction data recorded at Bayan Lepas airport. 

Parameter Estimated values and its standard error 

1
 -0.211              

2
 -0.174              

1
 1.034               

1
 0.912              

 1.026              

 

As for the model checking or goodness-of-fit for our model, we use graphical method which is 

done by plotting the von Mises quantiles plot for the residuals of data set. From Figure 2, each of 

the distribution of the residual of the data set are scattered along the straight line. This suggests 

that each residual are independently distributed and followed the von Mises distribution. Hence, 

we can say that the wind direction data set was fitted well with the proposed model.  

Alternatively, we may also use the Watson U
2
 and Kuiper’s V tests that are available in the 

ORIANA software to calculate the value of U
2
 and V respectively. The purpose of this tests is in 

testing the goodness-of-fit against a specified distribution, either uniform or von Mises. In this 

case, we set our null hypothesis that the data fit the von Mises distribution. Table 6 shows the 

value obtained from ORIANA software and we can see that the value of U
2 

and V respectively 

for each  ,    and    are small and these results suggests that the samples are drawn from the von 

Mises distribution. 

 

Table 6: Values of Watson U
2 

and Kuiper’s V test for residuals. 

Test Values 

Watson U
2
 

                     

                

                       

Kuiper’s V 

                

                 

                 

 

8. CONCLUSION 
 

This study proposed the simultaneous linear functional relationship model for circular variables 

which is an extension of the linear functional relationship model. This model is significant 

because it allows us to look at the relationship between more than two circular variables 

simultaneously when only unreplicated data available and all variables are measured inexactly or 

subject to errors. Using maximum likelihood estimation of the parameter, an improvement of the 

estimation of the concentration parameter,   is proposed. The above results suggested that the 

proposed model can be used in assessing the relative calibrations for any given circular data set 
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in which the measurements are subject to errors. Further, this model can also be applied in other 

studies which involve the circular variables in which the main interests is to look at the 

underlying relationship between different circular variables rather than to predict one variable 

from the other and the variables cannot be recorded exactly. 

 

(a) (b)  

(c)  

Figure 2: The von Mises quantiles plot of residuals (a) X  (b) Y1  (c) Y2 
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ABSTRACT  

 

In recent years there has been a tremendous development in statistics and statistical education. 

The statistical science has become a basic tool for all types of data analysis. It has the capability 

of transferring raw data to information; statistical tools have transferred information to 

knowledge, which is the core of decision making and planning. The statistical methodologies are 

getting popular for conducting cross-discipline research. In this paper, we have identified some 

recent advances in statistics that contribute towards data management, neural network, social 

networking, artificial intelligence and cybernetics which are emerging approaches and are useful 

in decision making and planning process.  

 

1. INTRODUCTION 

 

Statistical sciences have enjoyed a unique position in the domain of knowledge. It has been a 

subject of special interest since its start in or around the 18th century. The German Statistician, 

first introduced by Gottfried Achenwall (1749), referred to in Wikipedia (2009) was originally 

chosen for the analysis of data relating the state, and therefore it was also called the "science of 

state". The English called it political arithmetic. Thus, the original purpose of Statistic was data 

management to be used by governmental and administrative bodies (Yale and Kendall, 1964).  

Due to its use in government administration and its data-centric perspectives, statistics is not 

considered to be a subfield of mathematics but rather a distinct field that uses mathematics. Its 

mathematical linkages were laid in the 17th and 18th centuries with the emergence of probability 

theory and since then new techniques of probability and statistics are in continual development. 

Statistics provided the motivation to administrators to collect data on their people and 

economies, and it was later in the early 19th century that its use was broadened to include the 

collection and analysis of data in general. Developments in computer sciences have made 

possible very-large-scale statistical computation, thus making possible many new methods that 

mailto:khans@usq.edu.au
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would be impractical to perform manually. Today statistics is widely employed in government, 

business, and the natural and social sciences. The 20th century has witnessed the use of statistics 

for making critical decisions in agricultural research, public health concerns (epidemiology, 

biostatistics, etc.), industrial quality control, and economic and applications in social policy 

making purposes (unemployment rate, econometry, etc.). The use of statistics in today’s complex 

environment has broadened far beyond its origins. Individuals and organizations use statistics to 

understand data and make informed decisions throughout the natural and social sciences, 

medicine, business, and other areas. (See also Smith and Reid, 2009, Davis 2007, Columbia 

Encyclopedia 2008).  

 

2.  ISLAMIC EDUCATIONAL, SCIENTIFIC AND CULTURAL ORGANIZATION 

(ISESCO) ROLE IN STATISTICS EDUCATION 

 

In the past, educationists world-wide prepare curricula to meet the needs of nations. The 

underlying concepts of the education system are to teach by preparing history and culture. 

Islamic history in education and research is very rich. The current generation of members of OIC 

states has to be motivated to embark on new areas of research. One has to take account of ground 

realities in development of fundamental courses. It is also necessary to seek information from 

stakeholders for planning, execution and monitoring of installing systems in education. Statistics 

was introduced in high schools curricula quite early and later it was incorporated in school 

courses as a part of mathematics. In Schools it is still a part of mathematics. The under-graduate 

level, a committee was constituted by ISESCO in 1980s at King Fahd University of Petroleum 

and Minerals (KFUPM) Dharan, Saudi Arabia for preparing statistics courses for six years 

program from class VII to Class XII. The curriculum was designed with latest statistical methods 

that could play an important role in economic planning for OIC members’ states. Later, four year 

degree program was devised for OIC members’ states. In some of OIC countries, the syllabi 

were adopted. Copies of the syllabi are available with ISESCO, Rabat, Morocco. Since then, 

world has seen a tremendous development in statistical methodologies. It is now essential that 

the new emerging statistical techniques are incorporated in the syllabi. 

 

3. EMERGING STATISTICAL TECHNIQUES IN MULTIVARIATE DATA ANALYSIS 

 

The traditional model of education divides the system into three layers. These layers are 

represented by a pyramid, in which the pre-high schools form the base of the pyramid. Next layer 

which comes over it is the high school layer and at the top of the pyramid is the graduate school. 

The pyramid shape shows that traditionally the pre-school students and teachers are highest in 

numbers, followed by a relatively lesser number of high school students and teachers and only a 

few students and teachers are at the top. The modern paradigm has increased the number of high 

school students to make the pyramid more peaked and more responsive; but still, with the 

universal free education at pre-school level, the pyramid is relatively thinner at the base. 

The information requirement of each category of education is different, and depends on the 

responsibility that each category performs in an institution. The pre-school system is more 

concerned with operational decisions. The statistical techniques used by teachers at this level are 

mostly concerned with basic descriptive statistics like means, dispersion and charts for data 

collection from a field. In the higher school category, instructors/ students are responsible for the 

data collection. They are also responsible for summarizing the data and presenting the 
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information in an understandable form. Therefore the statistical techniques used by high school 

are focused on summarizing of data, its presentation and preliminary analysis. The graduate 

school is responsible for use of advanced statistical techniques for generation of new knowledge. 

They decide on the future directions a school would move in the coming years. The graduate 

school faculty needs to have all possible information regarding the latest statistical technologies. 

They need to know possibilities that the school has to face in future.  

Fig. 1 presents the Statistical Techniques used by different categories of schools. It is seen 

that as we move from the base of the pyramid to its top, the use of statistical techniques is shifted 

from data orientation at the base, to knowledge extractions and new knowledge generation at the 

top level.  

 

 
 

Fig. 1: Statistical Techniques used at different levels of Education 

 

 

The emerging statistical techniques in multivariate data analysis are i) data ware- housing (ii) 

data mining (iii) neural network (iv) resampling and (v) social network methods. The statistical 

data analysis involving four steps viz. (i) identifying data, (ii) data collection (iii) analyzing data 

and (iv) reporting the results. Most of the tools of the method involve use of mathematical 

functions to describe structures and their sub-structures. 

Further to these new areas of data analysis we have (i) canonical correlation analysis (ii) 

cluster analysis (iii) correspondence analysis, (v) meta analysis (vi) content analysis (vii) panel 

analysis (viii) conjoint analysis (ix) structural equation modeling (x) multidimensional scaling 

and (xi) correspondence analysis. Statisticians have not been concerned with these methods as 
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these are widely used by management and medical scientists. In categorical data analysis, 

statisticians have now tried to update these areas and devise new methods. 

 

4. RECENT DOMAINS IN STATISTICAL THEORY 

 

Inter-disciplinary relations of various sciences have been developed recently. Before we state the 

enumeration of latest new areas in the discipline, Zacharias et al. (2008) has provided 

interrelation of various disciplines in Fig. (2).  
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Fig. (2): Relationships among regular research approaches  

[adopted from Zacharias et al. (2008)] 

 
Fig. 3: Division of Statistical Theory with recent developments 

 

Some of the recent advances in statistical theory and practice are 

1. Record values and Record Statistics 

2. Rank Set Sampling 

3. Theory of Inversion 

4. Wavelets and its Applications to Statistics 

5. Scan Statistics 

6. Sudoku Design of Experiments 

7. Statistical Neural Network 

8. Hypergeometric Power Series Functions 

The statisticians from Muslim countries have a leading role in contribution to Record 

Statistics (Ahsanullah 1976, 1978, 2005), Rank Set Sampling (Muttlak 2001, 2003; Muttlak and 

Al-Sabah 2003; Smawi 1996; Abu-Dayyeh 1996, 2002; Al-Saleh, 1998 and Rahimov and 

Muttlak 2001), Theory of Inversion (Ahmad 2007; Habibullah and Ahmad 2006) and 

Hypergeometric Power Series Function (Ahmad 2007). We have developed a flow chart of 

relationships with respect to statistics, with inclusion of further sub-disciplines of statistics and 

are shown in Fig. (3). Literature on each topic available for further research. At the National 

College of Business Administration and Economics (NCBA&E), Lahore we have started 
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incorporating these new emerging disciplines in to our M.Phil./Ph.D. (Statistics and 

Management) programs. Later, Board of Studies in various disciplines, are considering 

introducing these courses at M.Sc. and B.Sc. level. Some universities around the world have 

already introduced these areas of research to their Ph.D. program.  
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ABSTRACT 

 
This paper presents an issue-based approach for teaching the principles of statistics. The 

proposed issue-based approach relies on selecting one central issue that is subsequently divided 

into a group of sub-issues or sub-questions through which the syllabus contents are presented. 

This teaching method replaces the traditional one in which the learning materials are given in a 

disconnected way. To apply the proposed issue-based approach, a group of stages is required. 

These stages include preparation, developing skills, leading discussion, and evaluation. The 

paper designs a syllabus for teaching the contents of the principles of statistics course using 

subsidies as the main issue along with its sub-issues. The paper also suggests a timetable for the 

proposed syllabus. 

 

Keywords: Issue-Based Approach, principles of statistics, subsidies issue    

 

1. INTRODUCTION 

 

Different countries in the world now increasingly pay great attention to human resources 

development due to its crucial role in achieving growth and progress. Education is considered to 

be the main and most important player in building and developing the human resources of any 

country. One of the serious problems that confront the educational process and may hinder 

human resources development in Egypt is the reliance on the traditional approach for designing 

educational syllabuses and materials whether in social or applied sciences. Syllabuses usually 

take the form of a group of daily lessons that deal with a number of different disconnected facts 

about a certain subject or event or time period. This traditional approach of teaching suffers from 

several flaws that lead to a superficial disconnected education and limit the students' skills to 

theoretical concepts and discussions that leave them uninterested in taking a positive and 

effective participation role with the teacher in the learning process, for more details please refer 

to Garratt and Taylor (2004). 

Boyle (1999) pointed out that authors of educational theories showed that knowledge can be 

recalled and retained for a longer time and applied in an easier way if the educational process is 

connected with the way the knowledge is to be used and applied. In line with this thinking, the 

Issue-Based Approach is considered to be one of the most important teaching approaches that 

have been focused on recently. This teaching approach relies on the existence of a central real-

life issue through which the educational curriculum is taught. Garratt and Taylor (2004) 

emphasized that the issue-based approach helps students to achieve higher levels of learning and 
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to perceive their skills in the practical application of theoretical concepts through a series of real-

life issues related to the teaching subjects and curriculums. 

The issue-based approach has been discussed in teaching different subjects. In the field of 

natural sciences, Poon (1998) dealt with the issue-based approach in occupational safety and 

health education. Moreover, Lewis (2002 and 2003) talked about using the issue-based approach 

in teaching environmental sciences. And, Curriculum Development Institute (2007) tackled the 

issue-based approach in teaching science and technology. In the field of social sciences, Onosko 

and Swenson (1996) discussed the issue-based approach in teaching social studies. Holbrook et 

al. (2003) indicated that using the issue-based approach in designing and teaching social 

sciences' curriculums supports students' creativity especially in what concerns their ability to put 

questions and predict results. And, Garratt and Taylor (2004) pointed out to the importance of 

applying the issue-based approach in teaching economics for the first-year undergraduate 

economics students by formulating the economic concepts in real-life frameworks, connecting 

economics with other disciplines, and applying economic ideas through a wide range of issues 

The Issue-Based Approach sometimes appears under the name Case-Based Learning 

especially in the fields of business administration and law, or under the name Problem-Based 

Learning as in medicine and engineering schools; whereas the name Issue-Based Approach 

appears more in the social sciences that deal with debatable issues, see Curriculum Development 

Institute (2007). Ward and Lee (2002) mentioned that the problem-based learning approach was 

mainly developed in medicine schools. Moreover, some other studies discussed using the 

problem-based learning approach in teaching a number of different courses. In this regard, the 

reader can refer to Stinson and Milter (1996), Hadgraft (2000), and Mimbs (2005) for more 

details 

The objective of this paper is to present a proposal for teaching the principles of statistics 

course using the issue-based approach. The proposed approach depends on raising the subsidies 

issue through which the syllabus or the curriculum contents are taught in an applicable way 

without delving too much in mathematical details. The paper also presents an allocation of the 

course contents on the sub-issues or the sub-questions of the main subsidies issue and a timetable 

for teaching the suggested curriculum 

The paper consists of five sections. The second section explains the issue-based approach and 

its application stages. The third section discusses the advantages of the issue-based approach 

against the traditional approach of designing educational curriculums. The fourth section uses the 

issue-based approach to propose a syllabus for the principles of statistics course by applying on 

the subsidies issue and it also presents the timetable required for teaching the proposed syllabus. 

And finally, the fifth section draws some conclusions. 

 

2. THE ISSUE-BASED APPROACH 

 

The idea behind the issue-based approach in teaching comes from a main central issue that acts 

as a spine holding the daily lessons of the curriculum tightly together; see Onosko and Swenson 

(1996). The issue-based approach aims at engaging the students and motivating them to learn by 

applying on the reality they live in because when the students realize the importance of the 

scientific material they learn and their ability to use it in reality their interest and motivation to 

learn increase, see Garratt and Taylor (2004). Lewis (2003) denoted that the application of the 

issue-based approach consists of different stages, which include: (1) preparation, (2) developing 
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skills and leading discussion, and (3) evaluation. An explanation of each one of these stages is 

given as follows: 

 

2.1 Preparation 

Onosko and Swenson (1996) indicated that the preparation stage of the issue-based approach has 

different steps, which include: choosing of a central issue to draw the students' attention and 

interest, putting an attractive introduction, connecting the detailed lessons with the main central 

issue, and preparing the required detailed educational materials. A detailed overview of each one 

of these steps is given as follows: 

 

2.1.1 Choosing a central issue 

An issue means any inquiry or question that has no unique output or answer, so that people are 

expected to have different opinions about it, see Lewis (2003). Issues can be classified using 

several different methods. For example, according to time; there are historical issues, current 

issues, and future issues, while according to specialization; there are economic issues, social 

issues, political issues, or even multi-disciplinary issues. A central issue guarantees the 

coherence of the curriculum and the interdependence of its contents. It also challenges the 

students mentally and motivates them to think as Poon (1998) pointed out to the importance of 

issues that act as a main motivation to learn. In this context, the teachers guide the inquiries of 

the students and help them to build their knowledge rather than just giving them some ready-

made concepts. A central issue also helps the teachers to control directing the students' minds 

towards a big number of side issues that may be related to the main concerning issue and due to 

time limitations cannot be dealt with, the thing that leads to a complete dedication to the 

treatment of the central issue in a comprehensive way. 

Onosko and Swenson (1996) determined the following criteria to choose a suitable central 

issue: 

1. To be a controversial issue: This criterion may seem unnecessary due to the definition of an 

issue as a controversial question without a single answer, however, in some cases it may be 

unclear whether the chosen question is an issue or not? If there are conflicting points of view 

about how to answer this chosen question due to the nature of the issue itself and not due to 

the students' or the teachers' unfamiliarity and lack of knowledge about it, then the chosen 

question can be considered to be a good issue that is worth of discussion. 

2. To be an important issue: To agree on what are the important issues and what are not is an 

extremely difficult if not impossible matter. The questions that can be used to determine the 

importance of the issue under consideration include: whether this issue has been discussed 

before in the past or not and if it has been discussed before is the debate still going on at the 

present time? Another important question is whether this issue is an issue of public opinion 

that needs some decision or judgment? It is also crucial to ask if the experts in the field of 

this issue agree on its importance or not? And finally if understanding this issue will help the 

students to improve their capabilities or not? 

3. To be an interesting issue: If the number of important issues exceeds what can be studied, 

then it is necessary to choose the interesting issues to both the teachers and the students since 

the teachers' enthusiasm substantially affects the students' learning. The students' interest can 
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be aroused by putting an interesting attractive title to the issue instead of just a regular title or 

by making the issue easy to remember. For instance, it is better to put an issue title as: "What 

would you do for the poor if you were the president?" instead of the title: "The government's 

efforts to help the poor". 

4. To be possible to investigate the issue efficiently: There are some important and interesting 

issues which cannot be dealt with due to the lack of written educational sources that suit the 

students. The availability of educational materials that reflect different points of view 

concerning the issue of interest, and not just the point of view of one or a few sides, 

contributes to increasing the students' interest and providing them with different facts and 

ideas which may help to achieve a good and successful analysis for the issue. These 

educational materials may include active reading or pictures or graphs. Before beginning to 

investigate the issue, it needs some effort from the teacher to be sure that there are enough 

materials to study it, since often books alone are not sufficient and some other additional 

educational tools and materials may be required. 

5. To be presented in a way that suits the students: The students' different capabilities, 

backgrounds, and extent of knowledge about the selected issue should be considered in 

determining the appropriate style to present this issue. 

 

2.1.2 Putting an attractive introduction 

After selecting the central issue for investigation, an attractive introduction about it should be 

given using a movie scene, primary document, short story, slide show, some data, song, 

brainstorming session with the students, simulation model, political cartoon, writing activity, 

field trip, guest speaker,…etc. The importance of this introduction, even if it is a short one and 

regardless of its form, lies in its ability to stimulate the students' interest and reveal the teacher's 

enthusiasm about what is going to be taught. 

The introduction includes recognizing some of the points of view or the potential positions 

that may be adopted concerning the selected central issue. The students themselves may seek to 

adopt an initial position or point of view that can change if new information shows up. The 

opening lessons of the curriculum content represent one of the critical factors for success as the 

failure to attract the students' attention and interest may lead to a weak marginal interaction from 

their side all along until the end of the curriculum content. 

 

2.1.3 Connecting the detailed lessons with the central issue 

The total benefit that results from connecting the detailed lessons with the main central issue 

exceeds the sum of benefits from each one of all the lessons or the components of the 

curriculum. Some of the methods cited in previous literature for connecting the detailed lessons 

with the central issue are described as follows: 

1. Determining competing points of view: For instance, the students of psychology may 

raise the question "Why do we dream?", in this case, one or more lessons can be 

dedicated to present Freud's theory about how dreams express the unconsciousness, and 

after that, a number of lessons is allocated to explore other points of view like the one 

that sees dreams as symbolic expressions. 
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2. Determining the main concepts, events, people, and any other terms that may be needed 

by the students to enhance their understanding of the central issue. 

3. Determining various sub-issues and sub-questions that need analysis in order to deal with 

the central issue efficiently. 

There are some suggestions and advices about the method of teaching. Among the most 

important ones come: the need to present and always mention the central issue in the lecture 

room, the need to remind the students with the main objective at the beginning of every lesson, 

the importance of illustrating the relationship between the daily lessons and the main central 

issue and explaining at the end of each lesson how it contributes to a more understanding of the 

fundamental issue with a brief overview of the next lesson and its relationship with the central 

issue, and the need to clarify how homework and extra readings help in studying the central issue 

of interest. 

 

2.1.4 Preparing the educational materials 

In many cases, textbooks offer just little details and their contents rarely revolve around 

important issues. Moreover, the way of presenting the curriculums often lacks coherence or 

logical order within or among different chapters of the textbooks. Textbooks usually tend to 

build assumptions to provide certain conclusions with little logical or practical support, and due 

to that, they do not significantly help in enhancing the students' capabilities of critical thinking. 

A lot of concepts provided in these textbooks lack accurate definitions, and even if they were 

appropriately defined no illustrative examples are there to support them. Moreover, these 

textbooks also suffer from a superficial writing style free from controversy that provokes 

thinking. And, even when some issues are mentioned, the conflicting points of view are not 

discussed in a brief integrated way. 

On the other hand, detailed educational materials play an important role in motivating the 

students to think and improving their experience and knowledge about the issue of interest, as 

they get familiar with different points of view concerning the issue and the logic behind each one 

of them. In addition to that, important facts and events are presented and explored, and concepts 

are dealt with expansively using agreeing and disagreeing examples. These educational materials 

range widely to include active reading, pictures, statistics, visual materials, and any other 

materials that help the students to understand and absorb the issue and stay interested with 

exploring the issue and building an opinion about it. 

 

2.2 Developing skills and leading discussion 

Other elements or requirements of the issue-based approach include developing skills, 

leading discussion, and evaluation. Developing skills include critical reading, the ability to 

differentiate between facts and points of view, the ability to differentiate between what is known 

and what is unknown, exploring the sources of evidences and evaluating these evidences, 

presenting available data in effective ways, understanding the scientific method, and identifying 

the points of weaknesses that can exist in scientific research design. The teacher should build the 

students' skills in these areas by putting a clear model for treating issues that can be followed by 

the students, and by gradually increasing the complexity of tackled issues as much as the 

students' skills increase. 



328 

 

It is necessary to focus on developing the students' skills in thinking more than just 

transferring knowledge to them, and also on enhancing their capabilities of dealing with different 

data and points of view. The teacher should also pay attention to the values and beliefs adopted 

by the students during the process of making their final decision about the issue under 

investigation. This shows the students' abilities to interpret evidences and how they construct 

their opinions based on the new gained information and knowledge, see Lewis (2003) and 

Curriculum Development Institute (2007) for more details. 

Leading the discussion can be achieved by drawing a roadmap about how to find the 

necessary information for discussing the issue, making sure of achieving the desired objectives, 

and giving the students some freedom to deal with the issue in their own ways. Sometimes, 

students who are not very good in analyzing challenging data may focus more on the social and 

political sides of the issue. In this situation, the teacher has to guide the students in order to 

achieve the objectives of the curriculum and not just directly transfer knowledge to them. It is 

necessary for the teachers to monitor the learning process and shed more light on the main 

characteristics and steps of the scientific research in order to develop the students' skills and 

capabilities to deal with real-life issues and problems, see Lewis (2003) and Curriculum 

Development Institute (2007) for more details. 

 

2.3 Evaluation 

The evaluation methods should reflect the progress and improvement in the students' skills of 

critical thinking, creativity, effective and collective learning, presentation, and identification of 

new learning patterns. Methods for evaluation vary to include written exams, presentations, 

written articles, case studies of issues that have not been discussed, a panel discussion that 

involve all the students inside the lecture room, or presenting suitable articles from scientific 

periodicals. 

These non-traditional methods work on encouraging and increasing the students' interaction 

with each other and develop their creativity skills. They also give the students the chance to 

express their opinions and not the opinion of the teacher or the authority in what concerns the 

central issue under discussion. In addition to that, the students realize through these methods that 

the final result is not just a written exam corrected by the teacher and given back to them but a 

chance for them to show their comprehension and mental cleverness compared with their peers. 

These activities are considered as provocative tools to the students who most often prefer to 

work with each other rather than working alone. This teamwork also permits the students to have 

a look at each other's ideas in a way that serves their understanding of the issue and to verify 

their thinking about it. 

 

3. THE ADVANTAGES OF THE ISSUE-BASED APPROACH IN TEACHING 

COMPARED WITH THE TRADITIONAL APPROACH 

 

The issue-based approach in teaching avoids the problems that accompany the traditional 

approach. These problems arise from the way in which the teacher covers all different sides and 

dimensions of the educational content in one curriculum without a central issue that connects 

these sides, which makes the students lose their ability to concentrate and link all the different 

parts together. The issue-based approach also avoids the contradiction that may exist between the 
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contents of the traditional curriculums. To clarify more the difference between the issue-based 

approach and the traditional approach, it can be said that the latter may get interested in studying 

certain topics and put them within a wide framework and general main titles such as 

immigration, environmental pollution, or women's liberation, whereas, the issue-based approach 

tends to focus on certain specific issues within the context of these topics such as questions about 

who should be allowed to immigrate and why?, what should be done to deal with the 

environmental pollution?, or did the liberation of the Egyptian women during the last three 

decades positively or negatively affect the Egyptian society? Table (1) summarizes the 

advantages of the issue-based approach in teaching compared with the traditional approach. 

 

Table (1): The advantages of the issue-based approach in teaching compared with the traditional approach  

Issue-Based Approach Traditional Approach 

The topics are linked with a certain issue. The topics are not linked with a certain issue. 

The topics are characterized by coherence 

and internal consistence. 

The topics lack coherence and internal 

consistence. 

Coherent, deep, effective, and positive 

learning 

Dismantled, superficial, ineffective, and 

negative learning 

Teamwork spirit Individuality 

Attractive motivating presentation methods 

(Come alive) 

Dull non-motivating presentation methods  

Development of critical analysis and life-long 

learning 

Absence of critical analysis and life-long 

learning 

Getting familiar with modern specialized 

methods 

No familiarity with modern specialized 

methods 

Dealing with practical and real-life problems Absence of dealing with practical and real-

life problems such as data unavailability 

problems 

Dealing with future issues Difficulty to deal with future issues 

The final benefit is greater than the sum of 

that of the detailed lessons due to the multi-

dimensional nature of the issue  

The final benefit is a group of certain 

concepts 

 

4. A PROPOSED SYLLABUS FOR TEACHING THE PRINCIPLES OF STATISTICS 

COURSE USING THE SUBSIDIES ISSUE 

 

The issue of subsidies is considered to be one of the current hot issues on the Egyptian scene. 

Many are calling for the need to reconsider the entire subsidies system in Egypt due to its 

defects, among which is the heavy burden on the governments' budget and the low access to 

subsidies for those who really deserve them. From here emerges the importance of studying the 

subsidies issue and trying to find answers to the questions posed by it such as whether it is 

necessary to change the current subsidies system or not. 

At the beginning, the subsidies issue has to be raised through a number of sub-questions or 

sub-issues as follows: 
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 Why should the subsidies issue be addressed? The importance of this issue can be 

inferred from the continuous deficiencies the subsidies system suffers from and it’s 

increasing bill endured by the society. 

 Where is the subsidies issue located on the Egyptian citizen's agenda of interests? 

Through this question, the importance and rank of the subsidies issue among other issues 

that concern the Egyptian citizens' minds can be identified. As a consequence, the priority 

of working on and dealing with this issue among other issues that also need investigation 

can be determined as well. 

 How do the citizens see the current subsidies system? Through this question, the level of 

awareness among the citizens about the existence of subsidies and their different types 

can be discussed, their views about the current subsidies' sufficiency and the sources of 

their knowledge can be determined, and the degree of their satisfaction about the present 

subsidies system and their view about the eligibility of its current beneficiaries can be 

identified. 

 How is poverty distributed in Egypt? Through this question, the development of poverty 

rates and its geographical distribution in Egypt can be investigated. 

 What are the characteristics of the poor in Egypt? Through this question, some topics can 

be discussed such as household characteristics, housing characteristics, and the 

geographical dimension. 

 How can the poor be targeted in Egypt? Through this question, data sources and the 

wealth index are reviewed. 

The syllabus or the curriculum of the principles of statistics (1) course given at the faculty of 

economics and political science in Egypt already contains the following topics: 

1. The first unit: Definition of statistics, its branches, and data collection sources and 

methods 

2. The second unit: One variable's data description (tabulation and graphs) 

3. The third unit: Measures of location 

4. The fourth unit: Measures of dispersion 

5. The fifth unit: Measures of skewness and outliers detection 

6. The sixth unit: Two variables' data description (tabulation and graphs) 

7. The seventh unit: Correlation between two variables 

8. The eighth unit: Regression and time series. 

Table (2) shows the allocation of the principles of statistics course topics on the sub-issues of the 

subsidies issue and the proposed number of hours to cover each topic of the curriculum topics. 

 

5. CONCLUSION 

 

This paper presented a proposal for teaching the principles of statistics course using the issue-

based approach through the subsidies issue. The curriculum topics were divided and allocated on 

the sub-issues of the main subsidies issue and a timetable for teaching this syllabus was also 
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proposed. It is important to note that the way of presenting the subsidies issue is not unique, as it 

can be presented in various other ways. Moreover, other issues can be also discussed. It is also 

worth mentioning that the idea of using the issue-based approach is a general one that is 

applicable on all curriculums and specializations other than statistics. This paper can help in: 

1. Designing selective curriculums 

2. Designing training courses 

3. And, Designing capstone courses like what exists in the statistics departments of some 

universities such as the statistics department at the United Arab Emirates University.  

 

Table (2): The allocation of the principles of statistics course topics on the sub-issues of the 

subsidies issue and the proposed number of hours to cover each topic of the curriculum topics 

Proposed 

time in 

hours 

How can 

the poor 

be 

targeted in 

Egypt? 

What are the 

characteristics 

of the poor in 

Egypt? 

How is 

poverty 

distributed 

in Egypt? 

How do 

the 

citizens 

see the 

current 

subsidies 

system? 

Where is 

the 

subsidies 

issue 

located on 

the 

Egyptian 

citizen's 

agenda of 

interests? 

Why 

should the 

subsidies 

issue be 

addressed

? 

 

10 1.5 1.5 1 2 4  

1. Data 

collection 

sources and 

methods 

8 1 2 1 1 2 1 

2. One 

variable's data 

description 

12 2 2 2 3 3  

3. One 

variable's 

descriptive 

statistics 

(measures of 

location, 

dispersion, and 

skewness) 

4  1 0.5 1 1.5  

4. Two 

variables' data 

description 

4  1  1 2  

5. Correlation 

between two 

variables 

4 1  2   1 
6. Regression 

and time series 

42 5.5 7.5 6.5 8 12.5 2 Total 
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ABSTRACT 
 

Emerging technologies are being used increasingly to improve the communication and quality of 

instruction in the statistics classroom. Whereas a decade ago the move commenced away from 

blackboard writing with chalk towards computer assisted lecture delivery via PowerPoint or 

Beamer presentations, we are now seeing increasing use of Tablet technology to create dynamic 

and engaging lectures. While usually only students physically attending lectures would benefit, 

combined with screencasting – video capturing of the full computer screen along with audio 

recording – a near live lecture experience can be provided to students who cannot attend lectures. 

This is particularly valuable at universities with students enrolled in distance mode. This study 

investigates the benefits and downsides of providing lecture screencasts to oncampus and 

distance students of an introductory statistics class at the University of Southern Queensland 

(USQ). After technical issues were overcome, the recorded lectures were well received by the 

students, and this anecdotal evidence is supported by positive student evaluations. 

 

Keywords: Tablet technology; Camtasia Studio; Online and distance teaching; screencast 

 

1. INTRODUCTION 

 

The work presented in this paper has developed from a University of Southern Queensland 

(USQ) Learning and Teaching Fellowship which provided Tablet PCs to academics in all 

faculties to evaluate benefits to lecturers and effect on student learning. The Tablet PCs were 

also equipped with screen recording and PDF annotation software. The project described in this 

paper investigates the benefits and downsides of providing screencasts of live lectures to students 

in an introductory statistics class. 

About three quarters of students enrolled at USQ study via distance mode, which means they 

can complete their degree without physically setting foot on campus. Many of these students 

may be located close to the university campuses and yet simply choose to study in this mode for 

family or work related reasons. However, most students are located too far away to attend 

classes; in fact quite a few USQ students study from overseas. When the dual mode (oncampus 

and distance) was introduced in 1977 long before the availability of personal computers for 

teaching purposes, the university started its distance teaching via printed mailed out materials. 

To meet the instructional needs of these students, the university has traditionally been one of the 

early adopters and developers of new teaching technologies, for instance, when trialing video 

mailto:khans@usq.edu.au
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conferencing and audiographic tutorials in the late 1990s (Harman & Dorman, 1998), or when 

moving to an online offer in the early years of the Internet (Reushle & McDonald, 2000).  

Today, study material is sent to students via CD (or DVD, as appropriate), including 

multimedia learning objects, and also made available through the Open Source Learning 

Management System (LMS) Moodle. The university has even commenced to move away from 

providing printed material to students.  

To decrease the gap between services provided to oncampus students (lectures, tutorials) and 

distance students, the university developed lecture recording software (“IPLOD”), which 

produced an audio recording and still screen images of a live lecture. This tool, however, did not 

allow recording of whiteboard writing in class, was cumbersome to use, and has since been 

phased out. Macromedia Breeze (now Adobe Presenter) was made available in 2005, to record 

audio on top of PowerPoint slides (Birch, 2009). However, due to its user interface, this tool can 

only be used for off-line recordings in an office situation rather than for recording live lectures.  

Through the fellowship, a Tablet PC was made available to the first author with Camtasia 

Studio screen recording software and PDF Annotator software to write on PDF documents. The 

Tablet PC was used to annotate Beamer slides in a large introductory statistics course servicing 

students from a variety of different disciplines. Screen movement and audio were recorded in all 

lectures and uploaded to the course LMS site for student access. 

This paper is one in a series of investigations into the use of Tablet PCs and related 

technologies in higher education to promote student engagement and effective learning and 

teaching practices at USQ. It describes results from a study on lecture screencasts in an 

introductory statistics course with annotations facilitated by a Tablet PC where appropriate. 

 

2. BACKGROUND 

 

Tablet PCs and dedicated tablet operating systems taking advantage of the special ink-enabled 

features have been available since the beginning of this decade, however their uptake has been 

slower than one might have expected. In the last couple of years, a steady increase in adoption of 

tablet technology has been observed in Australia, partly due to the reduced cost to purchase a 

Tablet PC, but also because of word of mouth about its usefulness in higher education contexts.   

For instance, in the mathematical sciences where it is important to write by hand when 

explaining the pathway to the solution of a problem, and where PowerPoint-only or PDF/Beamer 

presentations are usually complemented by whiteboard writing, the Tablet PC can become a tool 

that removes the need for the whiteboard when writing is shifted to the tablet screen, as 

evaluated for teaching introductory mathematics courses for engineering and computer sciences 

students (Loch, 2005; Loch & Donovan, 2006) and for a number of mathematics courses  (Fister 

& McCarthy, 2008). Another advantage of writing on the screen in class is that a record of the 

writing can be kept and annotations can be made available afterwards to students for revision 

purposes, if they have missed a class, or if they are enrolled in distance mode. However, as with 

all new technologies, the computer technology (hardware or software) may not be reliable and 

the level of comfort of the lecturer translates to students’ perceived effectiveness of the tool 

(Loch & Donovan, 2006).  

Screencasting has been available for a number of years, reaching back to 1993 according to 

Budgett, Cumming and Miller (2007). However, not many accounts of the effective use of 

screencasting in statistics teaching and the impact on student learning can be found in the 

literature. Moving on from pre-recorded PowerPoint and audio lectures, Budgett et al. (2007) 
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tried Tablet PC annotated lecture screencasts recorded in BB-Flashback across a number of 

courses, one of which was a first year introductory data analysis course similar to the course 

evaluated in this study. The lecturers wrote on PowerPoint slides in this course, and recordings 

were regarded as complementary to lectures, not to replace them. The most important reasons for 

providing the recordings were so students could revise at their own pace for reinforcement, or 

catch up when they had missed a class. In addition, the recordings could be played back several 

times, which benefits for example international students who may not have a good grasp of the 

English language.  

Bilder and Malone (2008) give a brief overview of a number of applications of the Tablet PC 

in teaching statistics courses, for instance writing in lectures, recording screencasts, and 

broadcasting live classes via web conferencing software. Further applications of Tablet PCs in 

mathematics or statistics teaching can be found in (Loch & McDonald, 2007; Reushle & Loch, 

2008). These also include synchronous handwritten chat tutorials and web conferencing sessions.  

 

3. INK ANNOTATIONS AND SCREENCASTING IN A STATISTICS COURSE 

 

At USQ Data Analysis is a first year introductory statistics course offered to oncampus and 

distance students across the university. While taken by mathematics major students, it mainly 

caters for students not majoring in Mathematics or Statistics who quite often have weak 

knowledge of the elementary mathematics required to successfully complete the course. This 

issue is magnified for distance students who do not have the option available to oncampus 

students to attend lectures or a lecturer’s face-to-face office hours. Ink annotations on a Tablet 

PC and screencasting of these annotations has opened up a variety of opportunities for distance 

students to engage more effectively with the content of a course which is perceived by many to 

be difficult.  

One of the requirements of the Data Analysis course is that students use the SPSS statistical 

software package for displaying and analyzing real-life data. Students were provided with a 

booklet of instructions, including screenshots, on how to use SPSS to perform specific analyses 

required in the course. Oncampus students were offered classes in computer laboratories where 

considerable assistance was available. With only these static forms of support, distance students 

struggled to become competent in using SPSS and often required lengthy email explanations or 

telephone assistance. In 2007 a member of the teaching team prepared screencasts using 

Camtasia Studio to capture click-by-click steps performing these analyses and discussing the 

output produced in SPSS. Students have commented on how helpful these have been and that 

they have found it easy to learn SPSS using the recorded materials. There have been far fewer 

calls for assistance since the screencasts were made available.  

In 2008 short screencasts explaining particular concepts were produced. These screencasts 

were targeted at concepts that students found particularly difficult such as probability and 

sampling distributions. Annotation on blank PowerPoint slides using a Tablet PC allowed the 

tutor to develop explanations by sketching graphs and writing formulae in “real-time”. These 

screencasts have allowed students to revisit these concepts throughout the semester as necessary. 

On request short screencasts of ink annotated worked exercises have been emailed to distance 

students to supplement explanation of the workings of a problem. These screencasts need to be 

very short to allow them to be made available via email. This has allowed distance students to 

receive the type of assistance that until now has only been available to oncampus students in a 

face-to-face consultation with a lecturer.  
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In Semester 1 2009, all lectures in Data Analysis were recorded live on a Tablet PC using 

Camtasia Studio. During the lectures the lecturer remained close to the computer and talked into 

the in-built microphone which resulted in some static being recorded. Using PDF Annotator he 

highlighted important concepts presented on Beamer slides with the ink annotating functionality 

of the Tablet PC. He expanded on explanations of statistical and mathematical concepts, for 

instance providing additional examples that previously would have been written on a whiteboard 

in class and not captured. Recordings were edited after class where required, and made available 

in Adobe Flash format for online play back in students’ web browsers.  A typical screenshot of 

the recorded lectures using Camtasia Studio is shown in Figure 1. 

 

 

 
 

Figure 1: Example of an annotated Beamer slide using PDF Annotator. 

 

 

Since the Tablet PC allows writing on the screen while presenting lectures in PowerPoint or 

PDF format, highlighting of the text and modifications to formulae along with drawing of graphs 

can be incorporated “on the fly”, as needed. This flexibility of writing on the computer screen 

makes the Tablet PC very suitable to capture the contents of any live lecture. Along with the 

voice recording, the screencast is almost like a live lecture for distance students except for the 

lack of opportunity to ask questions or to make comments during the class time. This 

shortcoming can be offset by the opportunity to ask questions, including any related to the 

recorded lecture, via the course discussion forum in the Moodle LMS.  

Since the introduction of the Moodle LMS at USQ in 2007, all course materials and related 

resources in Data Analysis have been made available from the course site, accessible to all 

enrolled students. This includes static content such as an Introductory Book, Study Book, 

assignment instructions, revision problems and past examination papers with answers, SPSS 

instructions booklet, lecture slides and tutorial worksheets. Each week as the semester unfolds, 

the lecture notes and tutorial worksheets are posted in advance on the homepage so that students 

may download and copy them to use in class. This significantly reduces the need for hand-

copying the notes, and thereby allows students much needed time to think about and to grasp the 
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new ideas/concepts and understand the methods, rather than busily copying the notes. It also 

gives the students a clear idea on the materials to be covered with an opportunity to prepare well 

before participating in the actual lecture and tutorial.  

Since late 2007 these static resources have been complemented by the addition of more 

dynamic presentations such as screencasts of a variety of activities such as SPSS tutorials, 

explanations of difficult concepts and now complete class lectures. The provision of these 

screencasts allows students to view them immediately following a lecture and access them again, 

as needed, prior to the submission of an assignment or in preparation for an examination. 

Concepts that were not readily assimilated at the time they were presented in the live lecture can 

be revisited as often as needed until they have been understood. 

To round off the wide assortment of resources offered in Data Analysis, the availability of 

discussion forums has led to a significant amount of student activity on the course site, where 

students post any problems and discuss any issues that may arise from their studies. Lecturers 

and tutors take the opportunity to reinforce concepts and methods by way of answering postings 

of the students. 

 

4. STUDENT ACCESS AND PERCEPTION 

 

Throughout the semester lecture notes were posted on the course LMS at least 3 days prior to the 

class in each of the 13 weeks of teaching. Many students, both oncampus and distance, accessed 

the lecture notes before the delivery of the lecture. Recorded screencasts for each lecture were 

posted to the course LMS site immediately after the delivery of lecture. Detailed data on the use 

of the teaching resources on the course site including the number of times the lecture notes and 

screencasts were accessed were extracted from the site. The data shows very strong correlation 

(r=0.92) between the number of times the lecture notes and screencasts were accessed (see 

Figure 2). This very high positive correlation reinforces the fact that most of the students who 

accessed lecture notes also accessed the screencast of the lecture.   

 

 

 
Figure 2: Scatterplot of the relationship between access to lecture slides and access to lecture 

screencasts across the 13 weeks of the semester. 
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The significant slope (see Table 1) indicates that one access to the lecture notes corresponds to 

an increase in the access to the recorded lecture of 0.606.  The large value of R-square (0.854) 

suggests that 85.4% of the variation in the number of accesses to the screencasts is accounted for 

by the number of accesses to the lecture notes. Not all students who accessed the lecture notes 

accessed the lecture screencasts and this could have been due to the size of the download 

required to access a whole lecture. Students in regional and remote areas of Australia still have 

limited access to broadband internet and rely on slow dial-up connections, however this is 

improving. 

 

Table 1: Regression analysis of the relationship between access to lecture slides and access to 

lecture screencasts across the 13 weeks of the semester. 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients t Sig. 

B Std. Error Beta 

 (Constant) -72.924 28.420  -2.566 .026 

Total lecture 

access 

.606 .076 .924 8.014 .000 

 

 

As with the introduction of any new technology, some difficulties with the recording of 

lectures due to lack of experience in using the Tablet PC and the screen recording software 

occurred in the first week of teaching. On some occasions, technical difficulties caused freezing 

of the screen forcing the lecturer to stop the recording and restart the process again. As well as 

some students’ uneasy feelings about any such disruptions, this kind of technical difficulty 

intermittently created unexpected delays which decreased the time available to cover the planned 

content of the lecture and material had to be held over to the following week. One student 

requested that the recorded lectures be posted in a downloadable format instead of the online 

playback format, so that it could be saved for future use. Some students complained about the 

voice level in a few of the initial recordings, but this was quickly addressed by using a better 

quality microphone.  

Some typical student comments on the usefulness of the recorded screencasts and lecture 

notes from the end of semester Student Evaluation report are listed below: 

 

Student A: That the lectures were posted on StudyDesk so I could go back and look up 

anything I didn't understand. 

Student B: As an external student I found the recorded lectures and lecture notes to be 

most helpful. 

Student C: Shahjahan and his team did an exceptional job this semester, i.e. recorded 

lectures and notes, prompt marking and returning of our assignments. 

Student D: The lecturer was excellent -the audios of the lectures available on the 

internet were really helpful. 

Student E: The recorded lectures. Please continue with them. As an external student, I 

ended up only focusing on the lecture notes. 

Student F: The recorded lectures were the most helpful resource I had. 
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5. DISCUSSION 

 

With the introduction of screencasts of lectures there is the question of whether the live lecture 

will continue to be supported by oncampus students. The oncampus lecture provides more than 

just an avenue for dispensing content. Students attend oncampus lectures for a variety of reasons, 

including social interaction, collaborating with peers, keeping on track and the opportunity to ask 

questions and get immediate answers.  Only time will tell if attendance at oncampus lectures will 

continue at the same level. For the moment there does not appear to be a drop in turnout but it 

may be that lecturers will need to rethink the purpose of the lecture format and offer a different 

experience to the traditional lecture presentation for oncampus students. It may be that there will 

be an expectation that students watch a lecture screencast before coming to class and then 

participate more collaboratively in a discussion of the content of the screencast in the oncampus 

“lecture”. For distance students the introduction of screencasts has meant that they can now 

access a more “oncampus experience”. Recorded lectures provide equity for all students. 

Screencasting of lectures in visually rich content such as found in a statistics course is integral to 

bridging the divide between the oncampus and distance students’ experiences.  

One of the advantages of recording lectures in Camtasia Studio is that a variety of output 

formats can be generated; catering for a mixture of student needs and circumstances. Some 

students will want audio only so that they can listen to the commentary while looking at a 

printout of the lecture slides on the train to work. This version would also reduce the size of the 

download. Others may want to play the video on a portable multimedia player such as an iPod or 

mobile phone. Providing the screencasts in all of the available formats will give students choice. 

We agree that one of the benefits of providing screencasts reported in Budgett et al. (2007) is 

that students, for whom English is not a first language, may be able to replay a lecture as often as 

needed to understand the material. However, we found in our study that an additional benefit was 

also in allowing all students to replay lecture recordings by a lecturer whose first language is not 

English and whose accent may be unfamiliar to most and therefore not as easily understood. 

 

6. CONCLUSION 

 

This paper has reported on one of many courses at USQ where Tablet PCs are used to make 

lectures more dynamic and interactive. Being able to capture this dynamic, using software such 

as Camtasia Studio, has gone some way towards bridging the divide between oncampus and 

distance students’ experiences of learning introductory statistics since recordings are accessible 

to all students. 

The importance of providing screencasts for distance students has been recognized across 

USQ, and following trials in 2008 and early 2009, the university has adopted Camtasia Relay in 

semester 2 2009. Camtasia Relay is the lecture theatre equivalent of Camtasia Studio screen 

recording software. The software is installed on all lecture theatre computers and lecturers can 

record lectures whenever required, without the need to purchase an individual license. This has 

expanded the opportunities that lecturers have for providing distance students with a live lecture 

experience. As technological advances are taken up by more and more academics in higher 

education, students will come to expect that all courses should provide such support. The 

challenge is there to be met. 
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1. INTRODUCTION 

 

There are two key factors behind the interest we attach to the teaching and the learning of 

statistical graphics (SG). The first is the increasing importance given to them. On the one hand, 

they are special in the sense that they differ from other kinds of graphs by the situations they 

represent, by the principle of their construction and also by the reasoning they generate. On the 

other hand, they are ubiquitous in various scientific and technological fields and in different 

school subjects. Finally, they are frequently encountered in the social environment, through 

newspapers, magazines, journals and other kinds of publications. 

The second factor is related to the importance we attach to teaching and learning them. 

Because of its holistic way of representing statistical situations, the SG helps in making 

statistical concepts and functions more palpable and more accessible to students. Mac Gregor 

and Slodvic (1986) discuss some kinds of SG that permit and facilitate statistical judgments 

better than others. 

Moreover, the introduction of computers in schools makes the interpretation of statistical 

graphics more urgent than their construction. Finally, the different properties of SG, their 

functions and their interpretation are rarely discussed in statistical books and manuals. This leads 

us to the following questions: 

 Does our teaching of SG accord enough importance to their graphical analysis, to their 

reading and their interpretation?  

 What type of graphical activities does it allow?  

 Does it permit a better understanding of these graphics?  

 Does it enable students to better control the components, the characteristics and the 

functions of these graphics?  

 Does it enable students to use them in a better way? 

 

2. RESEARCH PROBLEM 

 

For the sake of a profound study, we sent a questionnaire to 61 secondary school mathematics 

teachers. The questionnaire contains items about their conception of Statistics, their vision of the 

objectives of teaching SG, the difficulties of teaching and learning these graphics, and finally the 

ways they use them in their classes. 

One of the most important results highlighted by the survey was the fact that construction 

activities dominate those of reading and interpretation activities which seem to be completely 

absent. The difficulties associated with construction are more numerous and more detailed than 
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those associated with the two other operations. Finally, any definition of reading or interpretation 

has been given by teachers. Then we can ask: How do students conceive the studied SG? What 

types of difficulties in reading and interpreting SG, should we expect from students? 

 

3. LITERATURE REVIEW 

 

Works on graph classification allowed us to compare the criteria and the methodology used by 

different authors to classify these graphs. The statistical graphs we intend to study associate 

values of some variables to those of another and are thus among the graphics that Bertin (1967) 

classifies as diagrams.  

Works on understanding graphs presented different models of understanding. These models 

are related to different purposes such as assessing the effectiveness of a graphic, the elaboration 

of a software program that can read and interpret a graph, measuring the effect of subjects’ 

knowledge on their ability to read or interpret a graph, etc. They all come to define the general 

components of a graph and the aspects (or criteria) under which the chart will be examined or 

analyzed. Depending on the purpose and the problem, the model gives more weight to one side 

than another. Among these models, we adopted Lamrabet's (1993.1999) which brings the 

understanding of a chart to the following aspects: the structural, the operative, the semiotics, the 

descriptive, the functional and the epistemological aspect. 

Works on the interpretation of graphs have reported a series of interpreting difficulties. 

According to Duval (1993), the main reason behind the difficulties related to reading and 

interpreting Cartesian graphs, is not to search in the mathematical concepts related to affine 

functions, but in the ignorance of the rules of the semiotic correspondence between the graphical 

register and the algebraic notation.  

As for Janvier (1993), he describes a difficulty which results from the interference of the 

"source mode" in the "target mode". The drawings and diagrams ("source mode") representing a 

situation will interfere with future production in the "target mode" (determined by context). 

When this problem occurs in the translation "Graphic / verbal description”, it is because the 

iconic and the spatial aspect of the chart outweigh its symbolic aspect. In Janvier's words (1993), 

it is a visual destroyer belonging to the source mode. 

Works on the historical development of statistical graphics have enabled us to identify their 

historical functions. At the end, the works on teaching and learning statistical graphics brought 

some research on the characteristics of some graphs and the conditions for their proper use. 

 

4. TERMINOLOGICAL FRAMEWORK AND RESEARCH OBJECTIVE 

 

Our literature review helped us clarifying the meaning of the terminology used. Thus, reading a 

statistical graph consists of decoding signs, symbols and syntactic conventions that constitute it. 

Its interpretation consists of extracting information that is not directly readable on it, and relies 

on its characteristics, on the assumptions behind its construction and on its links with statistical 

and mathematical concepts.   

Concerning the notion of difficulty, it differs from that of the epistemological obstacle in the 

sense that it can be exceeded without a radical change of the cognitive structure of the subject. 

To be remediated, it may be a matter of time, of information or of instruction. It has also allowed 

us to develop a model for understanding graphs, useful for the analysis of our charts and for the 

categorization of the difficulties that we can reach. It has also allowed us to identify the different 
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functions of the statistical graphics, through their historical development. Among these functions 

are the following: description, comparison, inference, modelling, and exploration. Finally, it 

allowed us to restate our research objectives and questions. 

Our objective is on the one hand to identify the difficulties of reading and interpretation of 

statistical graphs among secondary school students. On the other hand, to precise the 

understanding aspects to which these difficulties are linked. What are the difficulties of reading 

and interpreting among students relating to various graphs selected? What understanding aspects 

are related to these difficulties? 

 

5. RESEARCH METHODOLOGY 

 

This exploratory research adopts the questionnaire as methodological tool. The studied graphs 

were those treated with the secondary curriculum in Morocco, namely the histogram, the pie 

chart and bar graph. The data represented by these graphs are taken from the high school math 

textbook. To achieve our objective, we used questionnaires covering each one of the charts 

reviewed. When the issue is an interpretation of the graph, a justification is required. The 

questionnaires were administrated to students in first year of the high school. The students were 

selected so as to represent all levels (low, medium and strong). 147 have responded to the 

questionnaire on the histogram, 125 to the one on the bar graph and 141 stick to the one on the 

pie chart. 

 

6. DATA ANALYSIS & RESULTS 

 

For the questionnaires, we conducted percentages analysis associated with each issue. We also 

analyzed the given justifications. Our analysis of the data enables us to identify different modes 

of reading and of interpretation of the studied graphs. These modes generate comprehension 

difficulties that are related either to the nature of the graphics or to the statistical concepts used to 

construct it. 

 

The discrete mode of reading 

This mode of reading was especially relied to the histogram. It considers the classes’ extremities 

as the terms of the statistical variable in a histogram. This mode is characterized by the absence 

of the concept of class and the dominance of a discrete argument. It ignores the concept of class 

as well as the conventions or assumptions relied to them and the different criteria used for 

grouping data into classes. 

The ordinal mode of reading 

Especially related to statistical graphics using Cartesian axes, this mode of reading conceives the 

ordinal numbers on the vertical axis as the reference numbers ordering the observed individuals 

on this axis. In this mode, the values of the variable are kept on the horizontal axis, while 

individuals are placed on the vertical axis 

The functional mode of reading  

Related to the histogram, this mode considers this graphic as a step function (a function which is 

constant by intervals). It associates to all elements of the same class, the class size. Note that for 

the last two modes, the concept of statistical distribution is completely absent  
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The analogical mode of reading 

This mode of reading is based on a perfect analogy between the graph and the represented 

situation. It supposes that the graph reproduces the whole reality. This seems to imply that one 

can read only what is actually written on the chart without leaving an occasion for the integration 

of the implicit statistical and graphical conventions and assumptions.  

 

7. CONCLUSIONS 
 

These results show to difficulties related to the statistical concepts, to the characteristics of the 

studied graphics, to the relationship between these graphics and the components of the statistical 

reasoning, and also to the functions of the statistical graphics. These results mean the need to 

develop a new vision of statistics among both teachers and students. The latter must be 

developed in close conjunction with the applications of statistics in various fields such as 

demography, economics and medicine, as it must give great importance to the question of the 

meaning of statistical concepts and parameters. We believe that the interpretation of these 

concepts and parameters is the best way to achieve this purpose. 

We also believe that this vision has to attach great importance to the analysis of SG, to their 

exploitation (to highlight their functions), to their reading and interpretation. We believe that the 

understanding model adopted by our research provides a framework for analyzing them. In 

addition, for teachers training, we believe that the focus has to be on the epistemological and 

didactical analysis of statistical knowledge (heuristic aspects, question of the meaning). This 

means to provide a great importance to the analysis of statistical concepts and tools. 

Additionally, to show the various utilities of descriptive statistics such as data organization, 

graphical representation of data, reduction of  data; and the different inductive uses such as 

prediction, modelling, estimation, decision making, sampling, analysis of series, chronological 

analysis of multidimensional data. 

 

8. RESTRICTIONS AND NEW PATHS OF RESEARCH 
 

Our research has proved too ambitious, it has touched many aspects: relationship between 

statistical graphics and statistical or mathematical concepts, different statistical heuristics, 

students' difficulties of reading or interpreting a graphic, etc. Therefore, we believe it highlights 

other research questions on each of these components. For example: 

1. The meaning we can associate to the  different configurations of a histogram or of a bar 

chart  

2. The estimation of the arithmetic mean on the base of those different configurations.  

 

We detected many cases of students' confusion about the average with other parameters such as 

the maximum, the mode or the medium. But we did not have sufficient evidence explaining this 

confusion. We think that this may open the ground for a new research, which will focus on the 

different conceptions of the average and their relation with the mentioned concepts. As we 

reported, the modes of reading and interpretation may constitute obstacles to reading and 

interpreting these SG. Verification of this hypothesis and determination of the nature of the 

obstacles may also be subject to further research. 
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ABSTRACT 

 

In this paper, we derive Bayes estimates for one of the shape parameters   and the reliability 

function of the two shape parameter exponentiated Weibull distribution under type II censoring. 

The analysis is carried out using two types of loss functions and three types of priors.  

 

Keywords: Exponentiated Weibull family; Bayes estimator; Noninformative prior; Uniform 

prior; Natural conjugate prior; Linear loss function; Zero-one loss function.  

 

1. INTRODUCTION 

 

Mudholkar and Srivastava (1993) introduced the exponentiated Weibull (EW) distribution which 

is an extension of the Weibull family. The EW distribution plays an important role as a model for 

many lifetime data of bathtub shape or upside-down bathtub shape failure rates. Thus the EW 

distribution as a failure model is more realistic than that of monotone failure rates for 

representing such data. In other words the EW distribution can be widely used in reliability 

applications because its variety of shapes in its density and failure rate functions, so it is useful 

for fitting many types of data. Its applications in reliability and survival studies are illustrated in 

Mudholkar et al. (1995) using data on bus–motor failures and data on head and neck cancer. Its 

properties have been studied in more detail by Mudholkar and Huisen (1996) and Nassar and 

Eissa (2003). These authors have presented useful applications of the distribution in the 

modeling of flood data and in reliability. Sing et al (2002) have discussed the classical and 

Bayesian methods of parameter estimation for complete sample case. Also Sing et al (2004) 

obtained estimators of the parameters under type II censoring. Nassar and Eissa (2004) derived 

Bayes estimates considering conjugate prior for the shape parameter under squared error and 

linear exponential (LINEX) loss functions. The two shape parameter EW distribution has a 

probability density function (pdf) of the form  

 

  0,0,0)1( 11     

teettf tt
 (1) 

 

and a cumulative distribution function 
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where  and   are the two shape parameters. When  =1 the EW pdf is that of the Weibull 

distribution. For  >1, the EW distribution has a unique mode,  
1
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      . The 

median of the distribution is 
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1ln(1 2 )
    . The reliability and failure rate functions of the 

EW distribution are given, respectively, by 
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In this article, Bayes estimates for the shape parameter   when (the shape parameter)   is 

assumed known are developed under type II censoring. Here we use the linear and the zero-one 

loss functions assuming different priors.  

The linear loss function has the following form: 
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where 21 and cc  can be chosen to reflect the relative importance of under estimation (when  

)ˆ    and over estimation (when )ˆ   . Generally 21 and cc  will be unequal. If ccc  21  , 

then equation (5) reduces to the following form  ˆ)ˆ,(  cL , which is called the absolute 

error loss function. If  1 2andc c  are functions of   , the loss function is called the weighted 

linear loss function. Let              
 

)( 211 ccc                                                         (6) 
 

Then under any prior distribution g ( )  , the Bayes estimator ̂ of     is the  -th quantile of the 

corresponding posterior distribution g ( / T). Following Box and Tiao (1973, p.309), we will 

consider the following 0-1 (zero-one) loss function 
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where   is any small positive number. 

The objective of this paper is to develop Bayes estimates of the shape parameter )( and the 

reliability function of the two shape parameter EW distribution for the case of type II censoring 

data. The  linear and the zero–one loss functions assuming three prior distributions [the 

noninformative prior, the uniform prior and the natural conjugate prior] are used. Bayes 
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estimates under the noninformative prior, the uniform prior and the natural conjugate prior 

assuming the linear and zero-one loss functions are derived in Section 2.  

2. BAYESIAN ESTIMATION FOR   

Assuming that α is known (say α = αo) then the p.d.f of the failure time t depends only on the 

single unknown parameter θ and then   .0,0,0,)1(
11




 



 teettf
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Using the observed m values: t1< t2 < … < tm of a type II (right) censored sample of size n, where 

ti is the time of the i-th component to fail) , the likelihood function is : 

 
mnZrr eTL   )1()/( 

                                                     (8)  

 

where 

  

),......,,(

11

]ln)1(ln)1([

21

1

m

tt

i

m

i

iii

tttT

and

eandeu

uttZ

mi






















 

 

We can simplify the likelihood function by using the binomial expansion theorem as shown 

below 
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The posterior p.d.f of θ given the data T is given by 
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which can be obtained for different priors gi(θ) , i = 1, 2, 3. 

 

2.1 Noninformative Prior 
 

2.1.1 Bayesian Estimation Under the Linear Loss Function 
 

Considering the following noninformative prior distribution  
 

)(1 g =  ,1                                                            (11) 

and under the assumption that the parameter   is known (say  ), then the Bayes estimate 

1

ˆ
  can be obtained from solving  the following equation  
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where )/(1 Tg   is the posterior density of   which can be obtained by applying Bayes theorem  

as follows 
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Using equations (8), (9), (10) and (11) it follows that the posterior p.d.f. is given by  
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From equations (12) and (14) one can obtain 
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where ,)(ˆ
11, jpqy j     and IG(c, n) is the incomplete gamma function defined as 
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The values of 
1,jy  can be obtained from solving equation (16) numerically and then the Bayes 

estimator  
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Note that  If 121  cc   and putting 5.0  then the Bayes estimator 5.0̂ of   is the median of  

)/(1 Tg   and can be obtained just by putting 5.0  in equations (16) and (17). 
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Estimation of the Reliability Function 

The Bayes estimator )(ˆ
1 tR  of the reliability function R (t) is obtained by solving the following 

equation   )](ˆ)(Pr[ tRtR  , where R(t)=1- 1 te



 

 
    ,       t >0. Noting that R (t) is a 

decreasing function in  , hence 
 

Pr     ]ˆPr[)](ˆ)([ 1tRtR                             (18) 

 

and the Bayes estimator is  
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where  1
ˆ  is obtained from equation (17) with   replaced by 1-  . 

 

2.1.2 Bayesian Estimation Under the Zero-One Loss Function 

 

Considering the noninformative prior given by (11) then the Bayes estimator of   is the mode of 

the corresponding posterior density defined in equation (14).Taking logarithms of both sides of 

(14) yields the following equation 
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The first derivative for )/(ln 1 Tg  with respect to   is 
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Equating the above equation to zero and solving it numerically for   the Bayes estimator can be 

obtained.  

 

2.2 Uniform Prior On   
 

2.2.1 Bayesian Estimation Under the Linear Loss Function  
 

Considering the uniform prior distribution  
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Then the Bayes estimator 
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  is the posterior  -th quantile of   . Hence  
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where )/(2 Tg   the posterior density function .It  can be obtained in parallel with the procedures 

used  in Subsection (2.1) . Hence 
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From equations (23) and (24) one obtains  
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where )(ˆ
22, jpqy j    and )(, jpqay aj  . The values 

2,jy  can be obtained from solving 

(26) numerically and 
2
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  can be evaluated as  
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If 5.0  in equation (23) then the Bayes estimator 
5.0̂  of   is the median of the posterior 

density function )/(2 Tg   .Then  
5.0̂  can be evaluated as 
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where  1
ˆ  is obtained from equation (27) with   replaced by 1-  . 

 

2.2.2 Bayesian Estimation Under Zero-One Loss Function  
 

Using the informative uniform prior distribution )(2 g  defined by (22), the Bayes estimator is 

the mode of the posterior density function )/(2 Tg  given in equation (24).Taking logarithms of 

both sides of equation (24) yields the following equation  
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Equating the above equation to zero and solving it numerically for , the Bayes estimator can be 

obtained. 

 

2.3 Natural Conjugate Prior On   

 

2.3.1 Bayesian Estimation Under the Linear Loss Function  

 

Under the assumption that the parameter   is known, the natural conjugate prior for   is a 

gamma distribution (as considered by Nassar and Eissa (2004)) with density function 
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Hence the Bayes estimator 
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 is the posterior  -th quantile which can be obtained by solving 

the following equation  
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Applying Bayes theorem, one can obtain the posterior density of   as 
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Using equations (32) and (33), one obtains 
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where    )(ˆ
33, jpqz j    The values of  

3,jz  can be obtained numerically and the Bayes 

estimator 
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If 5.0  in equation (32) then the Bayes estimator 5.0̂  is the median of the posterior density 

function )/(3 Tg   which can be evaluated numerically from equation (34) by putting  5.0  . 
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2.3.2 Bayesian Estimation Under the Zero-One Loss Function 
 

Using the natural conjugate prior distribution )(3 g  defined by (31), the Bayes estimator is the 

mode of the posterior density function )/(3 Tg  given in equation (33).Taking logarithms of both 

sides of equation (33) yields the following equation  
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The first derivative of )/(ln 3 Tg  with respect to   is 
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for   to obtain the Bayes estimator. Note that when m=n all the results obtained for type II 

censoring will approach those of the complete sample. 
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ABSTRACT 

 

In this paper we propose a pair of generalized multi-phase ratio estimators using multi-auxiliary 

variables for estimating population mean of a study variable. The expressions for mean square 

error are also derived for suggested estimators and empirical comparisons have also been made. 

 

Keywords: Multi-Phase Ratio Estimator, Multi-Phase Sampling, Multi-Auxiliary Variables 

 

1. INTRODUCTION 

 

The estimation of the population mean is an unrelenting issue in sampling theory and several 

efforts have been made to improve the precision of the estimates in the presence of multi-

auxiliary variables. A variety of estimators have been proposed following different ideas like 

ratio, product or regression estimators. 

Olkin (1958) was the first author to deal with the problem of estimating the mean of a survey 

variable when auxiliary variables are made available. He suggested the use of information on 

more than one auxiliary variable, positively correlated with the study variable analogously to 

Olkin; Singh (1967a) gave a multivariate expression of Murthy’s (1964) product estimator, while 

Raj (1965) suggested a method for using multi-auxiliary variables through a linear combination 

of single difference estimators. Moreover, Singh (1967b) considered the extension of the ratio-

cum-product estimators to multi-auxiliary variables Shukla (1965) suggested a multiple 

regression estimator while Rao and Mudholkar (1967) proposed a multivariate estimator based 

on a weighted sum of single ratio and product estimators. 

John (1969) suggested two multivariate generalizations of ratio and product estimators which 

actually reduce to the Olkin’s (1958) and Singh’s (1967a) estimators. Srivastava (1971) proposed 

a general ratio-type estimator which generates a large class of estimators including most of the 

estimators up to that time proposed. 

Ceccon and Diana (1996) provided a multivariate extension of the Naik and Gupta (1991) 

univariate class of estimators. Agarwal, et al. (1997), moving from Raj (1965), illustrated a new 

approach to form a multivariate difference estimator which does not require the knowledge of 

any population parameters. Pradhan (2005) suggested a chain regression estimator for two-phase 
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sampling using three auxiliary variables when the population mean of one auxiliary variable is 

unknown and other auxiliary population means are known.  

In practical surveys, the problem is to estimate population means of variables of interest. For 

example, in a typical socio-economic survey conducted in rural areas in Indo-Pak subcontinent, 

the multiple variables of interests may be size of household, monthly income and expenditure of 

the household, number of unemployed persons, number of illiterates, number of persons engaged 

in agriculture, amount of land owned, leased and leased out, number of cattle owned etc. In some 

situations the auxiliary information may be available through the past census data or 

conveniently collected. For example in a village land survey, the information on the variables 

such as area of the village, cultivable area, grazing grounds etc. may be easily obtained through 

the past census data and may be used to estimate the means of variables of interest.  

Ahmad (2008) proposed univariate and multivariate pair-wise ratio estimators for estimating 

population mean and mean vector in the presence of multi-auxiliary variables for multi-phase 

sampling. Moeen (2009) suggested a multi-phase ratio estimator using consecutive phases in the 

presence of single auxiliary variable. He (2009) further investigated that for a single auxiliary 

variable, consecutive phases are not suitable for the case of single auxiliary variable than pair-

wise phases as were suggested by Ahmad (2008).  Obviously if we select a large sample for a 

variable for first phase and then small samples for the remaining successive phase there will be 

no contribution to the efficiency of the estimator because all the successive sample are the subset 

of first sample. Motivated from this investigation we propose a pair of multi-phase ratio 

estimators using multi-auxiliary variables in such a way that the sample will be selected for each 

variable for two-phases and order of the use of variable will depend upon the cost of the units of 

that variable. We suggested these two estimators also in such a way that their comparison will 

help us to investigate that what is the role of no of phases and no of auxiliary variables in the 

construction of estimator for multi-phase sampling using multi-auxiliary variables. 

Before suggesting the estimators we provide multi-phase sampling scheme and some useful 

notations and results in the following section. 

 

2. MULTI-PHASE SAMPLING USING MULTI-AUXILIARY VARIABLES 

 

Consider a population of N units. Let Y  be the variable for which we want to estimate the 

population mean and X1, X2, …, Xq are q  auxiliary variables. For two-phase sampling design let 

1 2, , kn n n  (n1 > n2 > … > nk – 1 > nk) sample sizes for k phases, respectively. Let X(1)j, X(2)j, …, 

X(k)j  1,2, ,j q
 
denotes the thj  auxiliary variables form for k phases respectively. and ky  

denote the variable of interest from 
thk phase. jX  and 

jxC  denotes the population means and 

coefficient of variation of thj  auxiliary variable respectively and  
jyx  denotes the population 

correlation coefficient of Y  and jX . Further let 
1 1

i
in N

   ,  1,2, ,i k . Further let 

 ( )
k

k yy Y e  ,    i j
j xi j

x X e  ; where 
 k

ye and
  i j

xe  are sampling errors and are of  very small 

quantities. We assume that
     2 1 0
k i j

y xE e E e  . Then for simple random sampling without 

replacement we can write: 

 

 
k

2
2 2

yE e k yY C  
(i)j

2
2 2,E e ,

jx i j xX C  
k (i)jye e ,

j jx i j y x yxE YX C C   
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k (i)j (i+1)jy 1e e e ,

j jx x i i j y x yxE YX C C      

        
(i+1)j (i)j (i+1)j (i)j (i+1)j (i+1)j

2
2 2

1e e e e e e ,
jx x x x x x i i j xE E E X C        

       
   

(i)j (i+1)j (i)j (i)j (i+1)j (i+1)j

2 2 2

2 2 2 2

1 1

e e e e e e

2 ,
i j

x x x x x x

i i i i x i i j x

E E E E

X C X C     

   

      

        
(i)j (i)j (i+1)j (i)j (i)j (i+1)j

2
2 2e e e e e e 0

jx x x x x x i i j xE E E X C      
 

and 
 

   
       

(i)j ' ' ' '(i )j (i+1)j (i +1)j

(i)j ' (i)j ' ' ' ' ' ' '(i+1)j (i +1)j (i )j (i+1)j (i )j (i +1)j

e e e e

e e e e e e e e

x x x x

x x x x x x x x

E

E E E E

 

   

 

 
 ' ' '

' '
0

j jj j
i i j x x x xi i j

X X C C           ' '; 1,3,5,..., 1; 2,4,6,...,i i i k i k   
 

 

3. GENERALIZED MULTI-PHASE RATIO ESTIMATORS 

 

In the following sections we propose two multi-phase ratio estimators and derive their expression 

of mean square error 
 

3.1 Generalized Multi-Phase Ratio Estimator-I  

 

We propose the following generalized multi-phase ratio estimator for estimating population 

mean in the presence of multi-auxiliary variables. The auxiliary variables utilized in a way that 

the data on most expensive variable will be collected in the last phase. 

 

 

 

 

 

 

 

1 2

1 1 3 2 1

1

2 1 4 2

q

k q

k

k q

x x x
t y

x x x

  


     

      
     
     

 (3.1) 

or  

 

 
'

'

1, ,

1

1, 2, 1

j

k k q
i j

k

i i j i j

x
t y

x





  

 
 
 
 

 ,

 

 '1,3,5,..., 1; 2,4,6,...,i k i k  
, 
 1,2,j q

 

 

Using the substitutions and
 ( )
k

k yy Y e  ,    i j
j xi j

x X e  we get
  

 

   

 
'

'

1, ,

1

1, 2, 1

j

i j

k

i j

k k q
j x

y

i i j j x

X e
t Y e

X e





  

 
  
  
 



 
or
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     '

'

1, ,

1

1, 2, 1

1 1

j
j

i ji j

k

k k q x
x

y

i i j j j

ee
t Y e

X X








  

  
     

   
   


 

 

Ignoring the second and higher terms  

 

   

     '

'

1, ,

1

1, 2, 1

1 1
i ji j

k

k k q x
x

y j j

i i j j j

ee
t Y e

X X
 



  

  
     

  
  


 

 

Again ignoring the second and higher terms  

 

 
   ''

1, ,

1

1, 2, 1

1
1

k i j i j

k k q

y j x x

i i j j

t Y e e e
X




  

   
     

   


 
or

 

 
   ''

1, ,

1

1, 2, 1

1
1

k i j i j

k k q

y j x x

i i j j

t Y e e e
X




  

   
     

   


 
or 

   ''

1, ,

1

1, 2, 1
k i j i j

k k q

y j x x

i i j j

Y
t Y e e e

X




  

 
    

 


 
or

 '

1 1 1ky q qt Y e Yd a   
 

(3.2)
 

where  

 

' 1 2

1

1 2

q

q

q

a
X X X

 


 
  
  

and 
    

    
    

1 1 2 1 3 2 4 2 1

'

1 k q k qq x x x x x xd e e e e e e


    
    

From (3.2), we can write 

  
2

'

1 1 1ky q qMSE t E e Yd a 
     

(3.3)

 Differentiating (3.3) w.r.t 1qa  , we get:

 ' '

1 1 12 0
ky q q qE e Yd a Yd  

   
  or 

'

1 1 1 1 0
kq y q q qE d e Yd d a   

   
 or 

   '

1 1 1 1 0
kq y q q qE d e YE d d a    

 
 

* *

1 0yx xx qS YS a  
 

The expressions of 
*

yxS and *

xxS are given in Appendix. 
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1

* *

1

1
q xx yxa S S

Y



 
 

(3.4)

 
After simplification we can write (3.4) as: 

 

j

j

y

j yx

x

C

C
   , 1,2,j q  

 

Now (3.3) can be written as: 

 

   '

1 1 1k ky y q qMSE t E e e Yd a 
  
 

 
           

2
'

1 1k ky y q qE e YE e d a     

   
' 1

2 2 * * *

1 k y yx xx yxMSE t Y C YS S S


   

 

Putting the values of
*

yxS  and *

xxS from Appendix-B, mean square error can be simplified as: 

 

       
1 2

2 2 2 2 2

1 1 2 3 4 1 qy k yx yx k k yxMSE t Y C          
        
 

 
or 

       
1 2

2 2 2 2 2

1 2 1 4 3 1 qy k yx yx k k yxMSE t Y C          
        
 

 

 

3.2 Generalized Multi-Phase Ratio Estimator-II 

 

We propose the second generalized multi-phase ratio estimator for estimating population mean in 

the presence of multi-auxiliary variables. The auxiliary variables utilized in a way that the data 

on most expensive variable will be collected in the last phase. 

 

 

 

 

 

 

 

 

 

 

1 2 1

1 1 2 2 2 1 1
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2 1 3 2 1 1
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         (3.5)

 

or 
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1

2

2, 1

j
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i j

l

i j i j

x
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  , 1,2,...,i l  and  1,2,j q
 

 

Using the substitutions and
 ( )
k

k yy Y e  ,    i j
j xi j

x X e  we get:
 

 

     1

,

2

2, 1

1 1

j j

i j i j

l

l q
x x

y

i j j j

e e
t Y e

X X

 



 

   
      

   
   



 or 
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     1

,

2

2, 1

1 1

j j

i j i j

l

l q
x x

y

i j j j

e e
t Y e

X X

 





 

   
      

   
   


 

 

Ignoring the second and higher order terms, we can write 

 

     1

,

2

2, 1

1 1
i j i j

l

l q
x x

y j j

i j j j

e e
t Y e

X X
 



 

  
     

  
  


 

or 

 
    

1

,

2

2, 1

1
1

l i j i j

l q

y j x x

i j j

t Y e e e
X




 

 
     

 


 

or 

    
1

,

2

2, 1
l i j i j

l q

y j x x

i j j

Y
t Y e e e

X




 

   
 

or 
'

2 1 1,ly q qt Y e Yd a   
             

(3.6)

 where   

 

' 1 2
1

1 2

q

q

q

a
X X X

 


 
  
  

and  
              
1 1 2 1 2 2 3 2 1

'

1 .
l q l qq x x x x x xd e e e e e e


    
    

 

From (3.6) we can write 

 

 
2

'

2 1 1ly q qMSE t E e Yd a 
     

(3.7)

  

Differentiating (3.7) w.r.t 1qa  , we get:  

 
' '

1 1 12 0
ly q q qE e Yd a Yd  

   
  or

 '

1 1 1 1 0
lq y q q qE d e Yd d a   

     
or

 
   '

1 1 1 1 0
lq y q q qE d e YE d d a    

 
or

 ** **

1 0yx xx qS YS a  
 

 

The expressions of 
**

yxS and **

xxS are given in Appendix-B.  
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1

** **

1

1
q xx yxa S S

Y



 
 

(3.8)

 
 

After simplification we can write  

 

j

j

y

j yx

x

C

C
   , 1,2,j q  

 

Now (3.7) can be written as: 

 

   '

2 1 1l ly y q qMSE t E e e Yd a 
  
 

 
             

2
'

1 1l ly y q qE e YE e d a    

   
' 1

2 2 ** ** **

1 l y yx xx yxMSE t Y C YS S S


 
 

 

Putting the values of
**

yxS  and **

xxS from Appendix-B, mean square error can be simplified as: 

 

       
1 2

2 2 2 2 2

2 1 2 2 3 1 qy l yx yx l l yxMSE t Y C          
        
 or 

       
1 2

2 2 2 2 2

2 2 1 3 2 1 qy l yx yx l l yxMSE t Y C          
        
 

 

 

4. EMPIRICAL COMPARISON 

 

Description of populations, detail of variables, necessary parameters for calculating MSE’S and 

MSE’s are given in Appendix-A. As we suggested two estimators, we can made comparisons 

under following two cases: 

1. The comparison with same no of auxiliary variables and different no of phases.  

2. The comparison with same no of phases and different no of auxiliary variables. 

 

For first case we consider three auxiliary variables and six phases for first and four for second 

estimator as permissible by the estimators. Table A-5 contains the mean square error of 

suggested estimators for this case. In this comparison first estimator is less efficient then second 

because as we increase phase the mean square increases but cost decrease. By increasing the 

phases the sample size decreases which only leads to increase sampling fraction not the 

information.   

For second case we consider four phases for both and two auxiliary variables for first and 

three for second estimator as permissible by the estimators. Table A-5 contains the mean square 

error of suggested estimators for this case. In this comparison again first estimator is less 

efficient then second because as we increase auxiliary variables the mean square increases.  

In both situations the second estimator performs better than first. For same no of phases it 

uses greater no of auxiliary variables than first and for same no of auxiliary variables it uses less 

no of phases than first. This paper suggested that we have to use that estimator which uses less 

no of phases and greater no of auxiliary variables. 
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APPENDIX A 

 

Table A-1: Detail of Populations 

Sr. # Source of Populations 

1 Population census report of Jhang district (1998), Pakistan 

2 Population census report of Faisalabad district (1998), Pakistan. 

3 Population census report of Gujrat district (1998), Pakistan. 

4 Population census report of Kasur (1998) Pakistan 

5 Population census report of Sialkot district (1998), Pakistan. 

 

 

Table A-2: Description of variables (Each variable is taken from Rural Locality) 

Description of variables  

2Y  Population of currently married  
2X  Population of primary but below matric  

1X  Population of both sexes  3X  Population of matric and above  

 

Table A-3: Population and Sample Sizes 

 

 

 

 

 

 

 

 

Table A-4: Parameters of populations for calculating MSE’s of estimators 

Districts Y  yC  
2 1y x  

2 2y x  
2 3y x  

Jhang 860.11 0.595 .428 .912 .659 

Faisalabad 1511.260 0.522 .943 .927 .599 

Gujrat 1101.280 0.484 .995 .941 .764 

Kasur 1393.200 0.551 .998 .758 .879 

Sailkot 1058.740 0.647 .999 .983 .931 

 

  

Districts N  1n  2n  3n  4n  5n  6n  

 Jhang 368 184 92 46 23 12 6 

Faisalabad 283 142 71 35 18 9 5 

Gujrat 204 102 51 26 13 6 3 

Kasur 181 91 45 23 11 6 3 

Sailkot 269 135 67 34 17 8 4 
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Table A-5:- MSE’s of suggested estimators 
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ABSTRACT 

 

Experiments in agriculture, horticulture and forestry often show neighbor effects and neighbor-

balanced designs ensure that treatment comparisons will be as little affected by neighbor effects 

as possible. In this article, neighbor-balanced designs are constructed using cyclic shifts. Some 

algorithms are developed to generate the minimal designs balanced for neighbor effects. Designs 

balanced up to second order neighbors and higher order neighbors are also constructed for many 

configurations.  

 

Keywords:  Neighbor effects; Neighbor balanced designs; Circular binary blocks, Cyclic shifts, 

Minimal neighbor designs. 

 

1. INTRODUCTION 

 

Rees (1967) introduced neighbor designs in serology. Neighbor design (Neighbor balanced 

design) is a collection of circular blocks in which any two treatments appear as neighbors equally 

often. In agro forestry intercropping experiments, there also arises the design problem. As trees 

are much taller than the crop, there is a neighbor effect through interplant competition (see 

Monod, 1992). Clearly, in this situation neighbor balance between the treatments must be looked 

for because neighbor balanced designs ensure that treatment comparisons will be as little 

affected by neighbor effects as possible. In industrial experiments where blocks correspond to a 

time period and treatments are applied sequentially to experimental units, different trends often 

occur within blocks as a result of different rates of aging or equipment wear out, called neighbor 

effects. Rees (1967) constructed neighbor designs in complete blocks for all odd v (number of 

treatments). He also presented the initial block(s) to generate the neighbor designs for odd v up 

to 41 with k (block size) ≤ 10. Hwang (1973) constructed some infinite classes of neighbor 

designs but most of these series are non-binary. Lawless (1971), Das and Saha (1976), and Dey 

and Chakravarty (1977) also constructed neighbor designs for different configurations. Azais et 

al. (1993) proposed several methods for constructing neighbor designs for k = v and v-1. Iqbal et 

al. (2006) and Iqbal et al. (2009) constructed neighbor designs for first order and second order 

using cyclic shifts. They constructed second order neighbor designs for 3 k 7. Ahmed and 

Akhtar (2008), Akhtar and Ahmed (2009) developed several algorithms to construct neighbor 

balanced designs and presented several new second and higher order neighbor designs in circular 

binary blocks using difference method. A block in which first and last units are considered 

mailto:munir_stat@yahoo.com
mailto:dir-attock@comsats.edu.pk
mailto:rashid701@hotmail.com
mailto:fshehzad.stat@gmail.com
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neighbors is called circular block. Circular blocks are called circular binary blocks if no 

treatment appears more than once in such blocks. Ai et al. (2007) constructed all order neighbor 

balanced designs (ANBD) for k ≤ v. Ai et al. (2007) also suggested that the circular neighbor 

balanced designs are universally optimal. Recently, optimality of circular neighbor-balanced 

designs for total effects with autoregressive correlated observations is discussed by Ai et al. 

(2009). 

 

2. METHOD OF CYCLIC SHIFTS 

 

Ahmed and Akhtar (2009) constructed ANBD using cyclic shifts for  

(i) v =2m+1and k = v; v prime from the following m sets of shifts ( iQ ), each of k-1 elements, 

in m circular blocks with  =1, where  is number of times, each pair of two distinct 

treatments appears as neighbors. 

    iQ = [i, i, …, i](1/ v) : i = 1, 2, …, m. 

(ii) v =2m+1, v prime and k relatively prime to v(v-1)/2, from the following m sets of shifts, 

each of k-1 elements, in mv circular binary blocks with  =k. 

    iQ = [i, i, …, i] : i = 1, 2, …, m. 

 

Ahmed and Akhtar (2009) also developed a methodology to construct -order neighbor balanced 

designs using cyclic shifts, which is described below. A design is th- order neighbor balanced if 

each of 1, 2, … , v-1 appears an equal number  of times, say,   in a new set of shifts. New set of 

shifts consists of (i) the sum of every  and (k- ) successive shifts, (ii) the complements of the 

shifts in (i), where complement of shift qi is v-qi. If any set of shifts is with t then a design is th- 

order neighbor balanced if each of 1, 2, … , v-2 appears an equal number  of times, say,   in a 

new set of shifts. In this case, complement of shift qi is v-1-qi.  

Method of cyclic shifts has edge over difference method due to (i) from the set(s) of shifts a 

design can be checked whether it is BIBD or not without studying the blocks of designs, (ii) from 

the set(s) of shifts a non- binary first order neighbor design can be converted into binary, and (iii) 

from the set(s) of shifts A- optimality of the designs can be measured. In this method a set of 

shifts with t contains k-2 elements, otherwise k-1 elements (for further details, see Iqbal et al., 

2009). The method to obtain the required design from the set(s) of shifts is described with the 

following examples. 

 

Example 2.1: Set of shifts [2, 3, 8] provides the neighbor design for v = 9 and k = 4 in 9 blocks. 

Put 0, 1, 2, …, 8 as first entry each of nine blocks (for generation of design we take all or 

fraction of v blocks If no set of shifts is with t). To get the second entries add 2 mod 9 to each of 

its corresponding first entries. Similarly add 3 mod 9 to each of its corresponding second entries 

then 8 to each of third entries. Hence required design is: 

 

B1 B2 B3 B4 B5 B6 B7 B8 B9 

0 1 2 3 4 5 6 7 8 

2 3 4 5 6 7 8 0 1 

5 6 7 8 0 1 2 3 4 

4 5 6 7 8 0 1 2 3 
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Example 2.2:  Set of shifts [1,8,3,6,5,4,7,2,9]t(1/2) provides the complete block neighbor designs 

for v = 11. Take (1/2) of the v-1 blocks (If any set of shifts is with t, for generation of design we 

take all or fraction of v-1 blocks) first entry of each block is 0, 1, 2, 3, 4. Second entry of each 

column will be obtained by adding 1 mod (v-1) to each of its corresponding first entry. Similarly 

to get third entries, add 8 mod 10 to each of its corresponding second entries and so on. In each 

column, vth entry will be 10. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. CONSTRUCTION OF MINIMAL DESIGNS BALANCED  

FOR NEIGHBOR EFFECTS 

 

A design in which each pair of treatments appears only once as neighbor i.e. = 1 is called 

minimal neighbor designs. In this section, minimal neighbor designs are constructed. 

 

3.1 Complete Block Minimal Nearest Neighbor Balanced Designs (NNBD) for v Odd 

 

Theorem 3.1: For v odd, following set of shifts S1 provides complete block neighbor designs 

with = 1 in (v-1)/2 circular blocks.  
 

S1 = [1, v-3, 3, v-5, 5,…, v-(k-1), v-2]t(1/2) 

 

Proof: New set of shifts S*1 = [1, v-3, 3, v-5, 5,…, v-(k-1), v-2, v-2, 2, v-4, 4, … , 1](1/2). Since 

S*1 contains all of 1, 2, 3, …, v-2 only once. Hence the theorem.  

 

Example 3.1: [1,10,3,8,5,6,7,4,9,2,11]t(1/2) provides the complete block neighbor designs for v = 

13. 

 

3.2 Minimal NNBD for v = 2mk+1; m >1  

 

Theorem 3.2: For v = 2mk+1; m >1 then m sets of shifts Si = [qi1, qi2, … , qi(k-1)] ; i = 1, 2, … , m, 

provide NNBD with = 1 in mv circular blocks  if 
m

i

iS
1

*



 contains all the elements 1, 2, …, v-1 

once, where S*i = [qi1, qi2, … , qi(k-1), qik, v-qi1, v-qi2, … , v-qi(k-1), v-qik] and qik = qi1+qi2+ … +qi(k-1) mod v. 

 

B1 B2 B3 B4 B5 

0 1 2 3 4 

1 2 3 4 5 

9 0 1 2 3 

2 3 4 5 6 

8 9 0 1 2 

3 4 5 6 7 

7 8 9 0 1 

4 5 6 7 8 

6 7 8 9 0 

5 6 7 8 9 

10 10 10 10 10 
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Proof:  New set of shifts S*i contains all of 1, 2, 3, …, v-1 only once. Hence the theorem.  

 

Example 3.2: Following sets of shifts provides NNBD with = 1 in 132 blocks for v = 33 and k 

= 4.  

 

S2 = [32, 2, 3] + [28, 6, 7] + [24, 10, 11] + [20, 14, 15] . 

 

3.3 NNBD for v = 2k+1 

 

Let S3 = [q1, q2, … , qk-1], qi = i or v-i;  i = 1, 2 ... , k-1, such that (i) sum of any two, three, . . ., 

(k-1) successive elements of S3 is not zero mod v (If sum of any two, three, . . ., (k-1) successive 

elements of S3 is zero mod v then rearrange the assigned elements of S3), and (ii) (q1+ q2 + … 

+qk-1) mod v = k or (k+1).  

 

Example 3.3: [1,2,3,4,5,6,7,8,9,13] provides the neighbor designs for v = 23 and k =11 in 23 

blocks. 

 

3.4   Minimal Designs Balanced for Second Order Neighbor Effects  

 

Following are the minimal designs balanced up to second order neighbors for v = 2k+1, 15 ≤ v ≤ 

27 in v circular blocks.  

 

v k Set of shifts 

15 7 [1,2,7,12,10,4] 

17 8 [1,3,15,12,10,13,6] 

19 9 [1,4,16,7,9,17,11,6] 

21 10 [1,2,3,4,6,9,11,14,5] 

23 11 [3,2,8,4,22,17,14,5,16,13] 

25 12 [3,2,8,4,5,19,24,18,10,9,12] 

27 13 [3,2,8,4,5,16,14,21,26,15,10,18] 

 

Furthermore [1,5,6,11,17,9,7,16] provides third-order and [1,9,5,7,6,16,11,4] provides all-order 

neighbor design with = 1 in 19 blocks for v = 19 and k = 9. 

 

3.5   Minimal Designs Balanced for -Order Neighbor Effects  

 

Theorem 3.5: If k = 2  then -order neighbor balanced design never exists with = 1.  

 

Proof: If k = 2  then -order right neighbor will be the -order left neighbor. Hence any pair of 

treatments (which are -order neighbors) appears at least twice as -order neighbors. Hence the 

theorem.  

 

4. CONSTRUCTION OF DESIGNS BALANCED FOR NEIGHBOR EFFECTS 

WITH  > 1 

 

In this section, neighbor balanced designs (NBD) are constructed with > 1 using cyclic shifts.   
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4.1 Complete Block NNBD for v = 4s; s Is Integer 

 

Theorem 4.1: For v = 4s, m = 2s-1, s is an integer, following set of shifts S4 provides complete 

block neighbor designs with = 2 in v-1 circular blocks if the sum of any two, three, … or 2m+1 

successive elements of  S4 is not 0 mod v-1.  

 

S4 = [1, 2, 3, …, (m-1),  m,  m,  (m-1), ... , 3, 2, 1]t 

 

Proof: New set of shifts S*4 contains all of 1, 2, 3, …, v-2 twice. Hence the theorem.    

 

Example 4.1: [1,2,3,4,5,6,7,8,9,9,8,7,6,5,4,3,2,1]t provides the complete block neighbor designs 

for v = 20. 

 

4.2 NNBD for v Odd and k = v-1  
 

Theorem 4.2: For v odd, S5 provides nearest neighbor designs with = 2 in v circular binary 

blocks if the sum of any two, three, …, successive elements of each of set in S5 is not 0 mod v-1.  

 

S5 = [1, v-3, 3, v-5, 5,…, v-(k-1)]t + [1, 1, … , 1] 1/(v-1) 

 

Proof: New set of shifts S*5 contains all of 1, 2, 3, …, v-2 twice. Hence the theorem 

 

Example 4.2: [1,8,3,6,5,4,7,2]t + [1,1,1,1,1,1,1,1,1](1/10) provides the nearest neighbor designs 

for v = 11 and k =10. 

 

4.3 NNBD for v = 4s And k = v-1 
 

Theorem 4.3: For v = 4s and m = 2s-1, s is an integer, following set of shifts S6 provides 

neighbor designs with = 2 in v circular binary blocks if the sum of any two, three, … or 2m+1 

successive elements of S6 is not 0 mod v-1.  
 

S6 = [1, 2, 3, … , (m-1),  m,  m,  (m-1), ... , 3, 2]t + [1, 1, …, 1] 1/(v-1) 
 

Proof: New set of shifts S*6 contains all of 1, 2, 3, …, v-2 twice. Hence the theorem 

 

Example4.3: 
 

[1,2,3,4,5,6,7,8,9,9,8,7,6,5,4,3,2]t + [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1](1/19)  

provides the nearest neighbor designs for v = 20 and k =19. 

 

4.4 NNBD for v = 2m, k = m 
 

Let v=2m; m =1, 2, 3, …,  S7,0 = [1, 2, 3,… , m-1, m] , s = m(m+1)/2  mod v-1 then take the 

elements of S7,1 as: 

 If s < m, 1,2,3,…, (m-1), (m+1) excluding the element equal to s. 

 If s > m, 1,2,3,…, (m-1), m then excluding the element equal to 2m+1-s. 

 If s = m, 1,2,3,…,(m-2),(m+2) then excluding the element equal to s.  
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If the sum of any two successive, three successive, … , or all elements of S7,0 or S7,1 is 0 mod v-1 

then rearrange the elements of S7,0 or S7,1 such that the sum of any two successive, three 

successive, …, or all elements of rearranged elements is not 0 mod v-1 to obtain the binary block 

neighbor designs.  
 

Example 4.4: For v=16 and k=8, S7 = [1,2,3,4,7,6,5] + [1,3,4,6,7,5]t provides the nearest 

neighbor designs for v = 16 and k = 8. 
 

4.5 Designs Balanced for Second Order Neighbor Effects When k = v 
 

Following are the set(s) of shifts which generates second order neighbor designs in v-1 blocks for 

v = k = 6,8,9,10,12 and 15. 
 

v Set(s) of shifts 
6 [1,2,1,3]t + [1,2,4,2]t                       

8 [6,6,4,2,4,2]t + [6,5,4,4,5,6]t 

9 [1,3,2,7,6,4,3]t 

10 [1,2,3,8,2,4,6,5]t 

12 [1,1,6,2,5,3,7,2,4,8]t 

15 [1,1,2,6,12,5,10,11,11,8,10,5,7]t 
 

[2,1,1,3,5,10] + [7,9,8,6,2]t  provides second order neighbor designs for v = 14, k = 7, = 2.  
 

4.6 Designs Balanced for Second Order Neighbor Effects When k = v-1 
 

Following are the set(s) of shifts which generates second order neighbor balanced designs in v 

blocks of size k = v-1 for v = 9 to 21. 
 

v Set(s) of shifts 

9 [1,1,3,2,5,3,7] 

10  [1,2,3,5,2,4,6]t + [1,1,1,1,1,1,1,1](1/9) 

11  [1,6,6,5,8,3,3,2]t + [[1,1,1,1,1,1,1,1,1](1/10) 

12  [1,1,2,4,3,7,4,7,10,6] 

13  [9,1,1,3,5,2,7,5,11,7,4] 

14  [1,5,9,2,8,9,3,7,11,7,10]t + [[1,1,1,1,1,1,1,1,1,1,1,1](1/13) 

15 [1,2,3,4,9,6,2,3,7,9,8,10]t + [1,1,1,1,1,1,1,1,1,1,1,1,1](1/14) 

16  [1,23,4,7,9,11,6,10,12,7,2,10]t + [1,1,1,1,1,1,1,1,1,1,1,1,1,1](1/15) 

17  [1,2,3,4,8,11,7,3,5,2,10,7,10,12]t + [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1](1/16) 

18  [1,2,3,4,,5,6,7,11,8,12,4,7,14,8,2]t + [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1](1/17) 

19  [1,3,2,5,4,8,11,15,14,8,9,12,12,11,5,16]t + [1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1](1/18) 

 

 

4.7 Designs Balanced for Third Order Neighbor Effects When k = v-1 
 

Following are the set(s) of shifts which generates third order neighbor designs for k v-1 in v 

blocks.  
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v Set (s) of shifts 

7 [1,1,2,2,4] 

8 [2,1,3,5,4]t + [1,1,1,1,1,1](1/7) 

9 [1,3,2,5,4,6]t + [1,1,1,1,1,1,1](1/8) 

11 [1,1,3,3,9,9,5,5,4] 

12 [1,2,4,3,1,10,7,4,6,3] 

13 [6,5,9,3,2,6,3,1,5,2,1] 

14 [1,9,8,8,7,12,3,2,3,5,5]t + 

[1,1,1,1,1,1,1,1,1,1,1,1](1/13)  

 

4.8 Designs Balanced for Third Order Neighbor Effects When k = v 

 

Following are the set(s) of shifts which generates third order neighbor designs for v =k = 8,10 

and 12.  

 

v Set (s) of shifts 

8 [1,1,2,1,5,3]t + [2,3,1,4,5,3]t 

10 [1,4,6,1,5,7,7,3]t 

12 [1,3,6,7,7,3,2,2,10,6]t                      

 

4.9 Some other Designs Balanced for Third Order Neighbor Effects 

 

Following are the set(s) of shifts which generates some other third order neighbor designs  

 

v k Set (s) of shifts 

9 6 [2,1,3,3]t + [1,4,7,2,4](1/2)   

12 6 [1,2,3,10,8] + [4,4,5,5]t  

 

4.10 Designs Balanced for Fourth Order Neighbor Effects 

 

Following are the set(s) of shifts which generates some fourth order neighbor designs. 
 

v k Set (s) of shifts 

9 8 [1,3,6,3,2,4]t + 

[1,1,1,1,1,1,1](1/8)     

11 10 [6,1,2,4,8,5,10,9,7] 

13 12 [10,2,6,12,4,6,5,10,12,5,2] 
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ABSTRACT 

 

In this study, we define a new median estimator utilizing the mean estimator in Searls (1964) and 

obtain the mean square error (MSE) equation of the suggested estimator. We theoretically show 

that the suggested estimator is always more efficient than the sample median defined by Gross 

(1980). Second proposed estimator is calculated by modifying the estimator proposed by Prasad 

(1989) for the median. When we debate the efficiency of the second proposed estimator, it is 

always more efficient than the ratio median estimator which is defined by Kuk and Mak (1989). 

In addition, utilizing the estimator in Singh et al. (2003b), we suggest a new ratio estimator 

motivated by Searls (1964) in simple random sampling. We get the MSE equation of the 

proposed estimator and compare it with the MSE of Singh et al. (2003b) estimator. By this 

comparison, we obtain that the proposed estimator is always more efficient than the Singh et al. 

(2003b) estimator. Finally we suggest a family of estimators of population median and derive the 

minimum MSE equation of the proposed estimator. All theoretical comparisons are also 

performed by using numerical examples. 

 

Keywords: Auxiliary information, mean square error (MSE), median estimation, ratio estimator, 

simple random sampling. 

 

1. INTRODUCTION 

 

In survey sampling, when variables have a highly skewed distribution such as income, 

expenditure, production are studied, median is often regarded as a more appropriate measure of 

location than mean. In literature there have been several studies for mean estimation but few 

studies for median estimation in simple random sampling. Some researches on median 

estimation in simple random sampling are Gross (1980), Kuk and Mak (1989), Singh et al. 

(2003a), Singh et al. (2003b), and Singh (2003). 

Let a sample of size n  is selected from a finite population of size N  by simple random 

sampling without replacement (SRSWOR). 
i

Y  and 
i

X , Ni ,...2,1  , denote the values of 

population units. 
i

y  and 
i

x , ni ,...,2,1 , denote the values of sample units for the study variable Y  

and auxiliary variable X respectively. Let 
Y

M  and 
X

M  be the population medians and 
Y

M̂  and 

X
M̂  are the sample estimators of 

Y
M  and 

X
M , respectively. 

Gross (1980) defined the sample median and showed that 
Y

M̂  is consistent, asymptotically 

normal with mean 
Y

M  and variance 
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2)}({)ˆ( 
YYY

MfMV            (1) 

 

where nf 4/)1(  , Nnf /  and )(
Y

f  is the density function of Y . 

Kuk and Mak (1989) suggested a ratio estimator of median using auxiliary information given 

in (2) 

 

X

X

YYR

M

M
MM

ˆ
ˆˆ  .          (2) 

 

Let 
)()2()1(

...
n

yyy   be the ordered y  values in the sample. Let t  be an integer such that 

)1()( 


tYt
yMy  and ntp /  be the proportion of the y  values in the sample that are less than or 

equal to 
Y

M . Thus 
Y

M  is approximately the sample thp  quantile )(ˆ pQ
Y

. The sample median 
Y

M̂  

can be viewed as the special estimator )ˆ(ˆ pQ
Y

 with 5.0ˆ p . Kuk and Mak (1989) defined the two-

way classification seen in Table 1, where for instance 
11

P  is the proportion of units in the 

population with 
X

MX   and 
Y

MY  . Following Kuk and Mak (1989) the MSE of the ratio 

estimator is given by 

 

])}()({2)}({)}([{)ˆ( 1222

XYYYXXXYXXXYYYYR
MfMfMMMfMMMfMMSE     

 

where 
XY

  is the correlation coefficient between sampling distribution of 
Y

M̂  and 
X

M̂  which is 

defined as 14
11
 P

XY
 . If we define 1)}({ 

YYYM
MfMC

Y

 and 1)}({ 
XXXM

MfMC
X

 as coefficient of 

variations of median of study and auxiliary variables respectively, we can write the MSE 

equation of ratio estimator as following: 

 

]2[)ˆ( 222

XXYY MXYMMMYYR
CCCCMMMSE   .    (3) 

 
 

 

Table 1 A Matrix of Proportions (
ij

P ) 

 
Y

MY   
Y

MY   

X
MX   

11
P  

21
P  

X
MX   

12
P  

22
P  

 

 

Singh et al. (2003b) suggested a ratio type estimator for population median as: 

 




















AM

AM
MM

X

X

YYSSP ˆ
ˆˆ           (4) 

 

where A  which could be the mode or range of the auxiliary variable (Singh et al., 2003a) is a 

suitably chosen real constant. Singh et al. (2003b) obtained the MSE equation of 
YSSP

M̂  
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XYYYXXXYXXXYYYYSSP
MfMfMMMfMMMfMMSE     

 

]2[)ˆ( 2222

XXYY MXYMMMYYSSP
CCCCMMMSE         (5) 

 

where 
AM

M

X

X


 . 

 

Following Searls (1964), Prasad (1989) and Singh et al. (2003b), we define new median 

estimators and obtain the MSE equations. Also, we suggest a family of estimators of population 

median and derive the minimum MSE equation of the proposed estimator. Proposed median 

estimators are theoretically compared with other estimators. These comparisons are also 

performed by using numerical examples. 

 

2. SUGGESTED ESTIMATORS 

 

2.1 First Proposed Estimator 
 

Searls (1964) defined a mean estimator using a known coefficient of variation. Following Searls 

(1964), we adapted this estimator to median estimator. A modified estimator is given in (6) 
 

YYP
MM ˆˆ

11
            (6) 

 

where 
1

  is a constant which minimizes the MSE equation. The MSE of 
1

ˆ
YP

M  can be found as 

follows: 
 

).ˆ2ˆ(

)ˆ()ˆ(

2

1

22

1

2

1

2

1

YYYY

YYYYP

MMMME

MMEMME








 

 

YY
MME )ˆ(  can be asymptotically written. So the MSE of 

1
ˆ

YP
M can be obtained as 

 

.)1()ˆ(

2)]ˆ([)ˆ(

)()ˆ(2)ˆ()ˆ(

2

1

22

1

22

1

22

1

22

1

22

1

2

1

22

11













YY

YYYYY

YYYYYP

MMV

MMMMEME

MEMMEMEMMSE

  (7) 

 

We obtain the optimum value of 
1

  which is given in (8) with minimizing the MSE of 
1

ˆ
YP

M . 

 

0

)}({2)1(2
)ˆ(

2

11

2

1

1









YYY

YP MfM
MMSE


 , 

 

21
)}({1

1



YYY

MfM
 .                               (8) 
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If we define 1)}({ 
YYYM

MfMC
Y

 as a coefficient of variation of median, we can obtain the 

optimum value of 
1

  and minimum MSE equation as following: 

 
12

1
)1( 

YM
C  ,          (9) 

 

)ˆ()ˆ(
11 YYPMin

MVMMSE  .         (10) 

 

2.2 Second Proposed Estimator 

 

Following Prasad (1989), we define new ratio estimator as following: 

 

X

X

YYP

M

M
MM

ˆ
ˆˆ

22
           (11) 

 

where 
2

  is a constant which minimizes the MSE equation of 
2

ˆ
YP

M . If we take 
X

Y

M

M

M
R

ˆ

ˆ
ˆ

22



  as 

an estimator of the 
X

Y

M
M

M
R 

2
, we can write )ˆ(

2M
RMSE  as: 

 

.
ˆ

ˆˆ

)ˆ()ˆ(
2

22

2

222













 




X
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We can write following equation using Taylor series expansion. 
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The large sample approximation up to order 1n  to the MSE of the estimator 
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We can get the MSE of 
2

ˆ
YP

M  using equation (13) 
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From (14), the optimum value of 
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  is obtained as following: 
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Putting the optimum value of 
2

  in (14), the minimum MSE of 
2

ˆ
YP

M  is obtained as following: 
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2.3 Third Proposed Estimator 

 

Utilizing the estimator in Singh et al. (2003b), we suggest a new ratio estimator motivated by 

Searls (1964) as: 
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Similarly, using Taylor series expansion we can get  
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The large sample approximation up to order 1n  to the MSE of the estimator 
3

ˆ
YP

M can be 

similarly written as following: 
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Putting optimum value of 
3

  in (17), the minimum MSE equation of 
3

ˆ
YP

M  can be easily obtained 

as following: 
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Finally, we define a family of estimators of population median seen in (20) 
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where  ,,  are suitably chosen scalars. Several estimators can be generated from T  by putting 

suitable values of  ,, . These estimators can be seen in Table 2. 
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Minimum MSE equation can be similarly found where 
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where optimum value of   is 
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. Note that the optimum value 

of   is can not be achieved in applications since 
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C , 
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C  and 
XY

  are unknown. Only the 

estimates of 
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C , 
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C  and 
XY

  can be used to determine the optimum value  . 

 

3. EFFICIENCY COMPARISONS 

 

In this section we debate the efficiencies of proposed estimators with comparing MSE equations. 

From (1) and (10) we can write following inequalities: 
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The efficiency condition is always satisfied so it is clearly seen that the first proposed estimator 

is always more efficient than the sample median. From (3) and (15) the efficiency condition can 

be obtained.  
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It is clearly seen that second proposed estimator is always more efficient than the ratio estimator. 

From (5) and (19) we can write these inequalities: 
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4. NUMERICAL COMPARISON 

 

We use two data sets for comparing efficiencies of estimators. In first data set, we use the data of 

Cingi et al. (2007). Cingi et al. (2007), compute the development index of all districts in Turkey 

with regard to educational opportunities by using the data gathered from schools by the Ministry 
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of National Education for the 2006-2007 educational years. Development groups are obtained by 

clustering the districts with the same development level in the same group. We use the data of 

number of teachers (as study variable) in elementary schools for 340 medium-developed districts 

in Turkey in 2007 and number of students as auxiliary variable. We take second data set from 

Chen et al. (2004). The diameter of conifer trees in centimeters at breast height is chosen as an 

auxiliary variable, the entire height of conifer trees in feet is taken as a study variable. In 

application we define new ratio estimators which are members of the family of estimators using 

known auxiliary information. These estimators can be seen in Table 3. 

 
Table 3 Members of the proposed family of estimators 
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In Table 4, we observe the statistics about the populations. 
 

Table 4 Data Statistics 

 Data 1 Data 2  Data 1 Data 2 

N  340 396 )(
YY

Mf  0.00018018 0.011784 

n  150 65 11
P  0.48 0.46 

X
M  3513 14.6 

XY
  0.92 0.84 

Y
M  178 30 

X
G  171278 73.6 

)(
XX

Mf  0.00008341 0.02194 
0

M  127 2.5 

 

 

We compute the MSE values of all estimators seen in Table 5. In first data set, 
7

T  and 
12

T  

have the smallest MSE value.
13

T  is the most efficient estimator for second data set with having 

the smallest MSE value. In both data sets, 
6

T  is more efficient than 
1

T , 
7

T  is more efficient than 
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2
T  and 

8
T  is more efficient than 

3
T . In Section 3, the efficiency conditions given in (22), (23) and 

(24) are always provided. The numerical results support the theoretical results.  
 

Table 5 Mean Square Errors of the Estimators 

Estimator Data 1 Data 2 Estimator Data 1 Data 2 

1
T  28687.06816 23.15123 9

T  14994.71474 16.40236 

2
T  23253.17619 8.42478 10

T  12942.68342 7.03269 

3
T  23254.50891 7.77532 11

T  14999.48728 17.15850 

4
T  28571.08742 16.81843 12

T  12228.83881 8.41112 

5
T  24635.44323 7.05792 13

T  12988.13475 6.92141 

6
T  15055.57373 22.57063 14

T  12228.83935 8.13088 

7
T  12228.83881 8.42169 15

T  12325.44252 11.74148 

8
T  12229.52511 7.76648 16

T  12228.84438 8.39039 

 

5. CONCLUSION 

 

In this study, we suggest new median estimators using a known constant. We theoretically show 

that these estimators are always more efficient than classical estimators. In the numerical 

examples, the theoretical results are also supported. In future works, we hope to adapt the 

estimators proposed in this study to stratified random sampling. 
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ABSTRACT 

 

There is a need to forecast tourism demand accurately so that directors and investors can make 

operational, tactical and strategic decisions, examples of which are scheduling and staffing, 

preparing tour brochures and hotel investments. Similarly, government organizations need 

accurate tourism demand forecasts to plan required tourism infrastructures, such as 

accommodation site planning and transportation development, among other needs. Therefore, 

many methods have been proposed in order to forecast tourism time series in the literature. The 

artificial neural networks (ANN) method, which has been successfully used for time series 

forecasting in many applications, is one of these methods that have been used to obtain more 

accurate tourism demand forecasts. However, in the usage of ANN, there are still some problems 

such as determining the architecture which produces the most accurate forecasts. In this study, to 

calculate forecasts of international tourism arrivals to Turkey, ANN are employed and to 

determine the best architecture, the weighted information criterion (WIC) proposed by Egrioglu, 

Aladag and Gunay is used (Egrioglu et al., 2008). The calculated forecasts are compared to those 

calculated from other architectures which are determined by frequently used performance criteria 

and the obtained results are discussed. 

 

Keywords: Artificial neural networks, forecasting, time series, tourism demand, weighted 

information criterion. 

 

1. INTRODUCTION 

 

Tourism demand forecasting has become an important component in tourism research. Twenty 

years ago, there were only a handful of academic journals that published tourism related 

research. Now there are more than 70 journals that serve a thriving research community covering 

more than 3000 tertiary institutions across five continents (Song and Li, 2008). In addition to 

academics who have worked on tourism demand modeling and forecasting it has also attracted 

much attention from practitioners since it is one of the most important areas in tourism research. 

Li et al. (2005) made an extensive review and found that 420 studies on this topic were published 

during the years between 1960 and 2002. 

Palmer et al. (2006) explained the importance of accurate tourism demand forecast as 

follows: In the case of tourism demand, better forecasts would help directors and investors make 

operational, tactical and strategic decisions, examples of which are scheduling and staffing, 

mailto:aladag@hacettepe.edu.tr
https://webmail2.hacettepe.edu.tr/src/compose.php?send_to=Erol%20Egrioglu%20%3Cerole%40omu.edu.tr%3E
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preparing tour brochures and hotel investments. Similarly, government bodies need accurate 

tourism demand forecasts to plan required tourism infrastructures, such as accommodation site 

planning and transportation development, among other needs. Forecasting tourism expenditure is 

also of value in ascertaining the relative contributions of tourism to production, income and 

employment in tourist destinations (Bull, 1995). 

In the literature, many methods such as Box Jenkins, ANN, fuzzy time series and 

multivariate time series methods have been used to get more accurate tourism demand forecasts 

due to the aforementioned reasons. ANN have been successfully used to forecast in many 

applications since it can model both the linear and non linear parts of time series and do not 

require satisfaction of any assumption (Aladag et al., 2009a). Although ANN have important 

advantages in forecasting, there are still some problems with using this method. When ANN are 

utilized, selection of the optimal components of this method is a vital issue for obtaining good 

results. Determining the best ANN model can be defined as selection of the components such as 

architecture structure, learning algorithm and activation function (Egrioglu et al., 2008). 

Selection of the best model, especially determining the best architecture and weights, remains a 

problem in ANN applications. Therefore various techniques have been proposed to determine the 

best ANN architecture. Some of these include constructive and pruning algorithm (Siestema and 

Dow, 1988), polynomial time algorithm (Roy et al., 1993), network information criterion 

(Murata et al., 1994), iterative construction algorithm (Rathbun et al., 1997), a method based on 

Box-Jenkins analysis (Buhamra et al., 2003), genetic algorithms (Dam and Saraf, 2006), the 

principle component analysis (Zeng et al., 2007), WIC (Egrioglu et al., 2008), a 

deletion/substitution/addition algorithm (Durbin et al., 2008), an architecture selection strategy 

for autoregressive seasonal time series (Aladag et al., 2008), design of experiments (Balestrassi 

et al., 2009), and tabu search (Aladag, 2009).  

In this study, the ANN method is applied to a time series of international tourism arrivals to 

Turkey and the WIC proposed by Egrioglu, Aladag and Gunay (Egrioglu et al., 2008) is used to 

determine the best architecture. This time series consists of the number of monthly tourists 

visiting Turkey between January 2001 and December 2005. The forecasts are calculated by using 

ANN based on WIC. For comparison, the forecasts are also compared with other architectures 

which are determined by using other criteria such as root mean square error and mean absolute 

percentage error. In the next section, brief information about the usage of the ANN method in 

time series forecasting is given. Section 3 presents how the WIC works. The implementation is 

given in Section 4. The last section provides the obtained results and the discussion. 

 

2. ANN METHOD IN TIME SERIES FORECASTING 
 

ANN are mathematical models that imitate biological neural networks for the purpose of 

forecasting. ANN models have the ability of modeling both linear and non linear parts of time 

series. ANN consist of various components such as architecture, learning algorithm and 

activation function. Determining the components is a vital issue to get accurate forecasts. When 

ANN are used, one critical decision is to determine the appropriate architecture, that is, the 

number of layers, number of nodes in each layers and the number of arcs which interconnects 

with the nodes (Zurada, 1992). The elements of ANN can be briefly described as follows (Aladag 

et al., 2009b): 

There are various types of artificial neural networks. One of these is called feed forward 

neural networks. Feed forward neural networks have been used successfully in many studies. In 
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feed forward neural networks, there are no feedback connections. Figure 1 depicts the broad feed 

forward neural network architecture that has a single hidden layer and a single output.  

 

 

 
 

Figure 1. A broad feed forward neural network architecture 

 

 

Training an artificial neural network for a specific task is equivalent to finding the values of all 

weights such that the desired output is generated by the corresponding input. Various training 

algorithms have been used for the determination of the optimal weights values. The most popular 

training method is the back propagation algorithm presented by Smith (2002). In the back 

propagation algorithm, training the artificial neural networks consists of adjusting all weights to 

minimize the error measure between the desired output and actual output (Cichocki and 

Unbehauen, 1993). Another element of artificial neural networks is the activation function. It 

determines the relationship between inputs and outputs of a network. In general, the activation 

function introduces a degree of non linearity that is valuable in most artificial neural networks 

applications. The most well known activation functions are logistic, hyperbolic tangent, sine (or 

cosine) and the linear functions. Among these, logistic activation function is the most popular 

one (Zhang et al., 1998). 
 

3. THE WEIGHTED INFORMATION CRITERION (WIC) 

 

In the literature, various model selection criteria have been employed when ANN models used 

for forecasting. Some well known criteria include AIC (Akaike, 1974), BIC (Schwarz, 1978), root 

mean squared error (RMSE), mean absolute percentage error (MAPE), direction accuracy (DA) 

criterion, and modified direction accuracy (MDA) proposed by Egrioglu et al. (2008). However, 

all of these criteria measure different properties of forecasting. Therefore, Egrioglu et al. (2008) 

considered the weighted sum of AIC, BIC, RMSE, MAPE, DA and MDA. Thus, it is possible to 

measure different properties by using one criterion. The algorithm of the model selection strategy 

based on WIC is given in Egrioglu et al. (2008) and summarized as follows: 

 

Step 1: The number of possible architecture combinations is determined. For example, if the 

number of nodes of output layer is 1, number of nodes of input layer is 12 and number of nodes 

of hidden layer is 12 then the total number of architecture combinations is 144. 
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Step 2: The Best values of weights are determined by using training data according to the values 

of AIC, BIC, RMSE, MAPE, DA and MDA for test data. 

Step 3: AIC, BIC, RMSE, MAPE, DA and MDA are standardized according to all the possible 

architecture combinations. For example, the 144 AIC values are standardized as follows: 
 

)min()max(

)min(

AICAIC

AICAIC
AIC i

i



  

 

Step 4: WIC is computed in the following way. 
 

 MDADAMAPERMSEBICAICWIC  )1(2.0)(2.0)(1.0   (1) 
 

Step 5: The architecture with the minimum WIC is chosen as the best architecture. 
 

WIC criterion, where each criterion appears with its corresponding weight, is computed by using 
the formula given in Step 4. Since AIC and BIC often select the smallest models in which the 
number of hidden and input nodes are 1 or 2, their weights are assigned to be 0.1. Egrioglu et al. 
(2008) considered that the other criteria have same importance for forecasting accuracy so their 
weights are assigned to be 0.2.  
 

4. THE IMPLEMENTATION 
 

To illustrate this technique, the international tourism arrivals to Turkey time series is forecasted 

by ANN and the WIC is employed to determine the best ANN architecture. The examined 

monthly time series observed between January 2001 and December 2005 is shown in Figure 2. 

The last 6 observations are used for test set and the remaining observations are used for training. 

Logistic activation function is employed in all of the neurons and the Levenberg Marquardt 

method (Levenberg, 1944) is used as a training algorithm in the implementation. Both the 

number of input neurons and the number of hidden layer neurons are changed between 1 and 12 

to find best architecture. Thus, AIC, BIC, RMSE, MAPE, DA, MDA and WIC criteria are 

calculated over the test set for 144 architectures. Then, the best architecture is selected through 

the WIC, RMSE and MAPE criteria. Other criteria are not employed for the selection since they 

are insufficient if used alone. Therefore, 3 architectures are determined. The determined 

architectures and their WIC, RMSE and MAPE values are shown in Table 1. The time series is 

also forecasted using the Box-Jenkins method and the best model is found to be 

SARIMA(1,1,1)(0,1,0). 
 

 
 

Figure 2. The international tourism arrivals to Turkey. 
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Table 1. The best architectures. 
 

Used 

criterion 

 

The best 

architecture 

  
Criteria 

values 
  

WIC RMSE MAPE 

WIC 6-2-1 0.0293 203563 0.0085 

RMSE 11-11-1 0.1681 178293 0.0050 

MAPE 1-8-1 0.1727 721229 0.0007 

 

 

According to Table 1, when WIC is used as performance measure, the best architecture is 

determined as 6-2-1 that is 6 and 2 neurons in the input layer and in the hidden layer, 

respectively and one neuron in the output layer. When this architecture is employed, the 

calculated WIC, RMSE and MAPE values are 0.0293, 203563 and 0.0085, respectively. In order 

to show the results visually, the forecasted values obtained from ANN and SARIMA models 

over the test set and the original values are given in Figures 3-6. 
 

 

 
 

Figure 3. The forecasts obtained from 6-2-1  ANN determined by WIC together with the original 

values. 
 

 

 
 

 

Figure 4. The forecasts obtained from 11-11-1 ANN determined by RMSE together with the 

original values. 
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Figure 5. The forecasts obtained from 1-8-1 ANN determined by MAPE together with the 

original values. 
 

 

 

 
 

Figure 6. The forecasts obtained from SARIMA model together with the original values. 

 

 

When these graphs are examined, it can be seen that the best results are obtained by using WIC 

and RMSE criteria and the third best forecasts are calculated from SARIMA model and the worst 

forecasts belongs to architecture 1-8-1 determined by MAPE. However, if the forecasts obtained 

from WIC and RMSE are examined, it is clearly seen that turning points are predicted better 

when the WIC is utilized to determine the best architecture. Beside this, in the architecture 

determined by WIC, the number of neurons in the hidden layer is less than the number that 

belongs to the architecture determined by RMSE so it can be said that WIC has selected 

architecture with greater generalization ability. 

 

5. COMMENTS AND CONCLUSION 

 

ANN method is an effective forecasting technique since it can model both the linear and non 

linear parts of time series. Therefore, this method has been successfully used in various 

forecasting applications in the literature. On the other hand, there are still some problems with 

using this approach. One of these problems is to determine the best architecture for obtaining 
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accurate forecasts. There are various performance measures such as AIC, BIC, RMSE, MAPE, 

DA and MDA to find the best architecture. Since all of these criteria measure different properties 

of forecasting, Egrioglu et al. (2008) considered the weighted sum of AIC, BIC, RMSE, MAPE, 

DA and MDA. By doing this, Egrioglu et al. (2008) proposed a more consistent criterion for 

architecture selection. They also show that WIC is more consistent than RMSE criterion in their 

study. In this study, a time series of international tourism arrivals to Turkey is modeled by using 

ANN and SARIMA models. When ANN method is used, WIC, RMSE and MAPE are employed 

to determine the best architecture. All calculated forecasts are visually compared to original 

values and it is seen that the most accurate results are obtained when WIC and RMSE are used to 

determine the best architecture. In addition, the turning points are accurately predicted and the 

selected architecture has more generalization ability when WIC is employed. 
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ABSTRACT 

 

This paper compares several models for handling over-dispersion in count data arising from 

contingency tables. To demonstrate different alternatives, unemployment count data from the 

United Arab Emirates (UAE) is utilized to fit, test and compare competing models. In this 

context, the paper estimates the rate of unemployment in the UAE and discusses several factors 

that influence this rate. Counts of the number of times a particular event has occurred arise in 

many applied research situations and are often displayed as contingency tables of two or more 

variables and several categories.  Inference and uses of categorical data methods are gaining 

growing importance. Recently, the log-linear modeling approaches are conveniently utilized to 

determine the nature of the casual relationships among variables in more complex higher 

dimensions contingency tables.  Counts data under these models are often assumed to follow the 

Poisson distribution. In many situations, such data are sparse in nature and inhibited by over or 

under-dispersion, with the consequences of underestimating the standard error and type I error. 

This might produce misleading inference about model parameters. One solution to the problem is 

achieved by replacing the Poisson by the Negative binomial distribution. More recently, 

Bayesian methods provided alternatives for tackling the problem by allowing for the presence of 

over-dispersion by including random effects terms. 

 

Keywords: Contingency table; Log-linear model; Poisson distribution; Random effects 

 

1. INTRODUCTION 

 

Contingency tables; often referred to as cross-classifications or cross-tabulations are tables of 

counts which describe the relationship between two or more variables/factors in a data-set. They 

often arise from several data collection efforts and in many applied research scenarios in the 

behavioral and the natural sciences. Traditionally these tables are analyzed by looking at 

departures from statistical independence by using the χ
2
 test. In recent years, the log-linear 

models become the most popular approach which is conveniently utilized in the analysis of 

contingency tables. 

The log-linear models are a broad class of methods that enable describing the effects of and 

interactions between the various factors in multidimensional categorical data. They are a specific 

type of generalized linear model for discrete valued data whose log-means are expressible as 
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linear functions of parameters (Zelterman, 2002). The distribution for this discrete count data is 

often assumed to be a Poisson distribution. 

A feature of many count data is the presence of over- or under-dispersion, alternatively 

termed as extra-variation. This is the situation where the variance of the response variable is 

respectively larger or smaller than the mean. Under the Poisson assumption the mean and the 

variance of the response variable are constrained to be equal. If the variance is not equal to the 

mean, the estimates in Poisson models are still consistent but inefficient. Therefore, inference 

based on the estimated standard errors is no longer valid (Wang and Famoye, 1997).  

In practice over-dispersion is the norm and the occurrence of under-dispersion is very rare 

(Hilbe, 2007). Over-dispersion may arise from omitted covariates or some form of clustering in 

the original units, individual data may exhibit clustering effects if grouped, for example, by 

household, Congdon (2001). In behavioral and medical contexts, a generic source of over-

dispersion is inter-subject variability in proneness or frailty. Hilbe (2007) discussed the Z and the 

Lagrange multiplier post-hoc tests for ascertaining real over-dispersion and detailed many 

sources of apparent over-dispersion. 

Real over-dispersion in the Poisson model which is the subject of our paper can be accounted 

for in many ways, mainly by allowing for an independent modeling of the mean and variance by 

inclusion of an additional parameter. To that end, the most frequently used alternative model to 

the standard Poisson model is the Negative binomial (NB) (see for example Englin and 

Shonkwiler 1995, Winkelmann and Zimmermann 1995).  

In the circumstances where the count data exhibits under-dispersion; the variance is smaller 

than the mean, neither the Poisson nor the Negative binomial models provide appropriate 

solution. Consul and Famoye (1992) proposed a generalized Poisson model (GP) which allows 

for over- as well as under-dispersion in the data. Other alternative models where the data inhibits 

no or excessive zeros were also discussed (see for example, Hilbe (2007) for hurdle models, 

zero-truncated or zero-inflated Poisson and negative binomial models). Recently, Bayesian 

methods are frequently used to handle over-dispersion by employing finite mixtures of the 

Poisson distribution with different assumptions concerning the mixing distribution. 

To demonstrate different alternative models that capture over-dispersion, the 2005 UAE 

unemployment count data is exploited to fit, test and compare competing models. For model 

testing, the likelihood ratio test was employed to test for adequacy of the negative binomial and 

the generalized Poisson models over the standard Poisson model. The Akaike Information 

Criteria (AIC) and the Bayesian Schwarz Information Criteria (BIC) were used to compare the 

performance of alternative maximum likelihood and Bayes fit models. 

The unemployment issue in the UAE and the other GCC countries is generally linked with 

fluctuation in oil prices. Recent drops in oil prices have lead to a decline in the share of non-

UAE nationals in the labor force and an increase in the numbers of nationals looking for jobs, 

placing considerable burden on both the society and the economy (International Monetary Fund 

Report, 2005; Albuainain, 2005). According to the UAE Ministry of Planning mid-year 

estimates, the overall unemployment rate in the country stands at 3.0 percent of the total 

estimated labor force by the end of 2004. The rate is higher for nationals (11.4 percent) 

compared to non-nationals (2.1 percent), and for females (19.7 percent) compared to males (8.2 

percent). These sharp differences across nationality and gender boundaries are elucidated mainly 

by the increase in the numbers of national graduates particularly females, the quality of 

education which does not meet the labor market demand, local traditions and social norms which 

do not accept certain jobs, and the work environment at the private sector with respect to low 
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pay, working hours and close performance measurements which do not attract the locals 

(Albuainain, 2005). 

Unemployment rates are usually estimated by dividing unemployment counts by the size of 

the economically active population or the work force. However, to account for the influence of 

other factors, a log-linear model with an offset term, the log of the size of the economically 

active UAE population, is used to produce an adjusted unemployment rate by incorporating a 

number of explanatory/independent factor variables in the model. 

This paper is structured as follows. Section 2 outlines alternative models employed in the 

analysis, including the Poisson, the negative binomial, generalized Poisson, zero-truncated 

Poisson, zero-truncated negative binomial models and the random effects models within 

Bayesian framework. Sections 3, criteria for goodness of fit and model comparisons were 

outlined. In section 4, the presented models were used to analyze UAE unemployment count 

data. Section 5 gives concluding remarks. 

 

 

2. MODELS FOR COUNT DATA 

 

2.1 Poisson Model 

 
Let the random variable Y  represent the number of occurrences of an event, e.g. unemployment 

count, in the thi  class/cell of a contingency table, and the independent variables or factors ,
i

X

n21i ,,,  . If Y  follows a Poisson distribution, the probability mass function (p.m.f.) for Y  

given ,
i

X n21i ,,,  is given as, 

 

)1(2,1,0y,
!y

y
)exp(

)nx,,1x,|y(f  





  

 

The mean and the variance of the Poisson distribution are equal,  )Y(Var)Y(E . The Poisson 

model assumes that the y ’s are independent. 

 

The Poisson and the negative binomial distributions both include zeros. Inspecting UAE 

unemployment data at hand (see Table 1), it is evident that the distribution of the data does not 

include zeros (zero-truncated). Such scenario might call for the utilization of zero-truncated 

Poisson models ( 0y  ) instead of the standard Poisson distribution ( ,2,1,0y  ), Zelterman, 

2002. 

 

2.2 Zero-Truncated Poisson Model (ZTP) 

Suppose that )(Poisson~Y  , with p.m.f. given by (1).  The probability of zero ( 0Y  ) and positive 

counts ( 0Y  ) are 
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The conditional probability of observing y  events given that 0y   is obtained as 
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hence the p.m.f. of the zero-truncated Poisson distribution is expressed as 
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i.e. the p.m.f. of the zero-truncated Poisson distribution is obtained by  normalizing the standard 

Poisson p.m.f. by the factor (  e1 ) to force the truncated p.m.f. to sum to 1. The mean and 

variance of the zero-truncated Poisson distribution are given as 
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2.3 Negative Binomial Model (NB) 

Following similar lines, suppose that )(Poisson~Y  , and that   itself is a random variable with a 

gamma distribution, 
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where ),( Gamma  is the gamma distribution with mean   and variance 2
 . The marginal or 

unconditional distribution of Y  is therefore the negative binomial, 
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with mean αβE(Y)   and variance 2αβαβVar(Y)  . 

 

To build a regression model, the Negative Binomial distribution is usually expressed in terms of 

the parameters    and k1 /  so that 
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The distribution of Y , p.m.f.,  therefore becomes, 
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which approaches the Poisson distribution with mean   as 0k  , k denotes the over-dispersion 

parameter. 

 

2.4 Zero-Truncated Negative Binomial Model (ZTNB) 

The logic for the zero-truncated negative binomial is the same as for the zero-truncated Poisson. 

In addition to allowing for data that excludes zero counts, it also handles over-dispersion. The 

probability of a zero count is k/1)k1(    

 

hence normalizing the p.m.f. of the negative binomial distribution (7) by the factor ])k1(1[ k/1 

representing the probability of non-zero counts ( 0Y  ), leads to the p.m.f. of the zero-truncated 

negative binomial 
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,3,2,1y  , with mean )Y(E , given as 
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2.5 Generalized Poisson Model (GP) 

A generalized Poisson distribution can fit both over-dispersion, ),Y(E)Y(Var   and under-

dispersion, )Y(E)Y(Var  . The p.m.f. for the generalized Poisson distribution as given by Wang 

and Famoye (1997) is 
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with mean )Y(E  and variance 2)k1()Y(Var   .  If 0k  ,  the generalized Poisson reduces 

to the Poisson distribution with  )Y(Var)Y(E . For ,0k   the variance is larger than the mean,

)Y(E)Y(Var  , and the distribution represents count data with over-dispersion. If ,0k   the 

variance is smaller than the mean, ),Y(E)Y(Var  and the distribution represents count data with 

under-dispersion. 

2.6 Random Effects Poisson Models– Bayesian Framework 

 
Over-dispersion due to unobserved confounders will usually not be captured by simple covariate 
models and often it is appropriate to include some additional terms in a model which can capture 
such effects (Lawson, 2009). Using a Bayesian framework, over-dispersion can be handled 
utilizing hierarchical Poisson mixture models by either a) including a prior distribution for the 
Poisson parameter using for example the Poisson-gamma model given by equation (5) with a 
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marginal likelihood expressed by equation (7), or b) by the extension of the linear predictor term 
of the standard Poisson model to include an extra random effect, usually formulated by the 
Poisson-log-normal model with added normally distributed random effect, r,  
 

)2
r

,0(N~r

r)log(

)(Poisson~Y







 X  

 
 

3. GOODNESS OF FIT AND MODEL COMPARISONS 
 

The Akaike Information Criteria ( AIC ) and the Bayesian Schwarz Information Criteria ( BIC ) are 

used to compare the performance of alternative maximum likelihood models, even models that 

are not nested. The smaller AIC  and BIC  is associated with the better model. 

,p2L2AIC   

),log(npL2BIC   

where L  denotes the log-likelihood evaluated under  , p  is the number of parameters and n  is 

number of categories (classes/cells). 
 

4. ESTIMATING UNEMPLOYMENT RATE IN THE UAE 

 

The models proposed in section (2) will be used in this section to analyze unemployment data in 

the UAE in 2005.  The data (see Table 1) is based on 52159 cases of unemployed individuals 

officially registered by the Ministry of Economy in the UAE in 2005. Given the number of 

unemployed individuals together with the size of the economically active population within each 

age, nationality and education group, the focus is to estimate the rate of unemployment in the 

UAE in the year 2005.  Initial exploration of the cross-classified data reveals a substantial degree 

of over-dispersion, unemployment counts range from a minimum of 3 to a maximum of 13045.  

The variance of the data is 6839380, substantially higher than the mean, 1304. 

 

In addition to modeling over-dispersion in the data, unemployment rate within each cell of Table 

1 is estimated. Gender, education and age are included as factor covariates in the model and the 

size of the economically active population in each cell is used as an offset in the analysis. Extra 

heterogeneity in the data, not explained by these factors is handled by model specific dispersion 

parameters in the NB and the GP (Gschlobl and Czado, 2006) and the random effects Poisson 

models, the Poisson log-normal model (PLN) and the Poisson-gamma mixture model (PG). Both 

the PLN and PG models were fitted using Bayesian methods. Remaining over-dispersion in the 

NB and the GP models can be interpreted as unobserved heterogeneity among observations. In 

view of the absence of zero counts in UAE unemployment data (see Table 1), an attempt was 

made to fit a zero-truncated Poisson (ZTP) and a zero-truncated negative binomial (ZTNB) 

models to the data, the latter model allows for the absence of zeros as well as for  over-dispersion 

in the data. 
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Table 1: UAE Unemployment Data 2005 (UAE Ministry of Economy) 
        Econ. active Count 

Gender M Education Secondary Age 15-24 232077 13045 
       25-34 813755 8783 
       35-49 636606 3516 
       50-59 103978 759 
       60+ 12943 221 
   Some post 

secondary 

Age 15-24 9233 478 
       25-34 38576 414 
       35-49 34811 195 
       50-59 7937 38 
       60+ 961 8 
   College/University Age 15-24 12093 1338 
       25-34 102961 1904 
       35-49 129101 822 
       50-59 35092 176 
       60+ 5612 38 
   Postgraduate Age 15-24 759 63 
       25-34 9871 158 
       35-49 18675 111 
       50-59 6702 39 
       60+ 1615 7 
 F Education Secondary Age 15-24 61067 5748 
       25-34 99659 3372 
       35-49 49861 1250 
       50-59 4822 235 
       60+           699 53 
   Some post 

secondary 

Age 15-24 4959 844 
       25-34 12426 628 
       35-49 8289 189 
       50-59 1385 16 
       60+ 83 6 
   College/University Age 15-24 10737 2812 
       25-34 47873 3467 
       35-49 29368 796 
       50-59 4114 94 
       60+ 343 10 
   Postgraduate Age 15-24 607 124 
       25-34 3915 269 
       35-49 4036 112 
       50-59 934 18 
       60+ 120 3 

 

 

The maximum likelihood approach was used to estimate parameters of the standard Poisson 

model, using gender, education level and age as factor covariates, including an intercept and an 

offset represented by the log of the size of economically active population within each group. 

Analysis results indicate that males have significantly lower unemployment rate compared to 

females. As the level of education increases, the rate of unemployment decreases. Those with 

university level or above have lower unemployment rate compared to secondary education level. 

Age is a significant factor that accounts for heterogeneity in unemployment rate in the UAE, 

younger individuals have significantly higher unemployment rate compared to older people, fifty 

years or older. As can be noted from Table 2, the fitted Poisson model is highly over-dispersed 

(model 31fd ..  substantially greater than the Pearson chi-square, 2642.4). To account for over-

dispersion, the NB, ZTNB, GP, the PLN(Bayes) and PG (Bayes) models were utilized using the 

same factors used in the standard Poisson model. The NB and GP models resulted in larger 

standard errors, leading to reduced significance of some factor levels and declaring some 
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education levels as statistically insignificant in determining unemployment rate in the UAE. The 

likelihood ratio test of the Poisson against the NB and the GP models (Table 2) revealed highly 

significant test statistics of 2387.6 and 2411.0, respectively, implying that both the NB and GP 

provide better fit to the data than the standard Poisson model. These results are also apparent in 

Table 2 when comparisons are based on the AIC and the BICcriteria. Zero-truncated Poisson and 

negative binomial models (ZTP and ZTNB) provided no better fit compared to the Poisson and 

the NB models. Hilbe (2007) noted that the theoretical probability of obtaining a zero count is 

high and the effect of truncation is substantial whenever the mean count is low. For the UAE 

data, the mean count of unemployed individuals is high, 1304, suggesting a low probability of 

obtaining a zero count. Hence a truncated model seems to provide no better alternative (see 

Table 2). The Poisson-gamma mixture Bayes model (PG), on the other hand, seems to 

outperform all given alternatives, lower AIC and BIC. 
 

 

Table 2: Model Goodness of Fit Measures 

Goodness of 

Fit 

Model 

Poisson NB GP  ZTP ZTNB PLN  PG 

Deviance 2559.6 41.3 38.7 2559.6 41.2 40.9 39.5 

Chi-square 2642.4 39.8 32.5 2642.5 39.8 41.1 40.0 

Log-likelihood 381191.2 382385.0 382396.7 381191.2 382385.1 382500.0 382500.0 

AIC 2868.1 482.4 459.0 2868.0 462.2 349.4 348.0 

BIC 2883.3 499.3 475.9 2883.2 499.1 364.6 363.2 

 

 

5. SUMMARY AND CONCLUSION 

 

The paper discussed several alternative models that allow for over-dispersion in unemploment 

count data in the UAE. Over-dispersion was modeled by adding an extra parameter in the NB, 

ZTNB and GP models and using hierarchical Poisson mixure models. The maximum likelihood 

approach was used to estimate parameters of the models and a Bayesian frame work was 

employed in fitting parameters of the random effects Poisson model. Significantly better fit was 

obtained using the models allowing for over-dispersion. Among these the random effects Poisson 

models fitted the data best. Application of suggested models on the UAE unemployment data 

identified gender, education level and age as significant contributors in estimating unemploy-

ment rate in the UAE. 
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ABSTRACT 

 

The idea of this article is to obtain an approximation to the duration distribution of the 

conjunction of two Gaussian processes above a threshold    We use the tangent line method to 

approximate each process by a Tangent line at     . As an alternative approximation technique 

we use the quadratic polynomial at      to carry out the approximation at a high level   

Moreover, we compare our approximations obtained via tangent line method and quadratic 

polynomial method with the exact one using computational techniques. Finally, we apply our 

findings to the meteorological data sets.  

 

Keywords: Duration of Conjunction; Gaussian process; Quadratic Method; Tangent Line 

Method; Up-crossing.  

 

1. INTRODUCTION 

 

Gaussian processes have been used extensively in the literature to model many random responses 

in various areas of applications such as environment and engineering. The theory developed in 

this paper is motivated and applied to meteorological data sets collected from National Center for 

Atmospheric Research where the sea level and the behavior of the wave are good examples of 

Gaussian processes. As a result, the probability that the wave or the sea level exceeds a given 

threshold is considered as one of the main and crucial monitoring figures. A stationary and 

differentiable Gaussian random process              with first derivative       is said to have 

an up-crossing of   at          if         and           Also,      is said to have a down-

crossing of   at           if         and         . The set of all points   for which      

exceeds a level   is called the excursion set of      above  . Now, let    denote the number of 

up-crossings of   by the process     . Then, the mean of    is considered a quite accurate 

approximation of                    ; in other words                          . The 

length of the interval between an up-crossing and the subsequent down-crossing of a level   is 

called the duration of the excursion of        
Adler (1981) shows that the durations of a stationary Gaussian process are independently 

distributed as     
 

 
  when    . The conjunction of two Gaussian random processes 

                        is another Gaussian random process      defined by       
                  . The excursion set of the conjunction above the threshold   is the 

intersection of the excursion sets of the processes                 above  . Alodat et al. (2010) 

studied the duration distribution of the conjunction of two independent   processes. They 

mailto:mjebrini@hotmail.com
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obtained an approximation for the duration distribution of excursion set generated by the 

minimum of two independent   processes above a high threshold  . In this paper, we plan to 

obtain an approximation to the duration distribution of conjunction using the tangent line method 

(TLM) as well as the quadratic polynomial method (QM).  

The article is structured as follows. In section 2, we introduce our idea and review some of 

the work of Adler (1981) and Leadbetter and Spaniolo (2002). In section 3, we derive the 

distribution formula of the duration and its density and we obtain a closed form of the mean 

value of the duration.  Moreover, an approximation to the duration distribution of two Gaussian 

random processes using Quadratic Method is obtained in section 4. A simulation study is 

conducted in section 4 to compare the TLM and QM approximations with the exact one for each 

approach. In section 5, we apply our approximation TLM to real data sets especially 

meteorological data sets. Eventually, we present our comments and conclusions of our research 

in section 6. 

 

2. TANGENT LINE METHOD 
 

Let                 be two independent Gaussian processes such that       have an up-crossing 

of u  at       and       have a down-crossing of u  at      i.e.   
       and    

      . 

Also, assume that Y  represents the excess height of       as shown in Figure 1. 
 

 
 Figure 1: Excursion sets and duration of the conjunction of two Gaussian random processes. 

 

 

In this section, we approximate the Gaussian processes 1( )X t  and 2( )X t at  0 0t   using TLM as 

follows 1 1 1( ) (0) (0)X t X tX  and 2 2 2( ) (0) (0)X t X tX  , respectively. Thus, solving the 

equations 1( )X t u and 2 ( )X t u yields the roots 1t  and 2t  respectively, where 1
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2
2

2
,

Y
t

W
 1 1 2 2 1 1(0) ,  (0) ,  (0)Y X u Y X u W X     and 2 2(0).W X   According to Adler 

(1981), the conditional distribution of 0[ ( ) ]u X t u  is (1)exp as u   provided that ( )X t  is a 

Gaussian process with a local maximum at 
0

t t  and height exceeding u . Therefore, we may 

conclude that 1Y  and 2Y  are independent and identical distributed as exponential with mean 1 u  

as .u   Moreover, assuming that ( )X t  is a stationary Gaussian process Leadbetter and 

Spaniolo (2002) introduced the Palm distribution of ( )X t  after an up-crossing of u as 

2

( ) ( ),
2

x x
f x exp

 
   for 0x  and zero otherwise. The result of Leadbetter and Spaniolo (2002) 

allows us to conclude that 1W  and 2W  are independent and identical having Rayleigh distribution 

with probability density function given as 
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( )  0.
( ) 2

0 otherwise.
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Now we intend to approximate the duration of the conjunction of 1( )X t  and 2( )X t  by  

 

2 1
2 1 2 1

1 1Y Y
S t t Y

W W W W

 
      

 
    (1) 

 

where                 . To find the distribution of S , we need to obtain the conditional 

distribution of Y given that 0Y   as follows: 
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Independence of 1( )X t  and 2( )X t  and Rice's formula (see Leadbetter and Spaniolo (2002)) 

imply that
2

( ) 1 ( )

( ) 1 ( )
u v

u

E N u v

E N u
   

   
, where ( )u  and ( )u  are the cumulative distribution 

function and the probability density function of N(0,1), respectively. Now, using the fact that 

( )
1 ( )

u
u

u


   for large u , we have that 

2 2
2

( )
2

2 2[0, ] [0, ]( ( ) | ( ) ) .
u v u

uv
t A t AP sup Y t u v sup Y t u e e


  

 

 
     

 
 

 

Hence, the cumulative distribution and the probability density function of           are 

given by 2 2( ) 1  and ( ) 2 , uv uvG v e g v ue     respectively. To this end, we conclude that 

      is the excess height above u  of a local maximum of the conjunction of two independent 
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and identically distributed Gaussian processes 1 2( ) and  ( )X t X t . Also, we conclude that       

is exponentially distributed with parameter   

  
 . Thus, we plan to use this result in the sequel to 

obtain the approximation of the duration distribution of two independent Gaussian processes.  

Based on equation (1), it is easy to see that the mean and variance of the duration S  are

 

1

1 2
( ) 2 ( ) ( )  E S E Y E

W u




  and ( ) .Var S   

 

3. QUADRATIC METHOD APPROXIMATION 

 

In this section, we follow the footsteps of Aludaat and Alodat (2007) to approximate the duration 

distribution of the two Gaussian random processes 1( )X t and 2( )X t  above a high threshold .u  

We use the quadratic method to carry out the approximation at some point 0t  that satisfies

1 0( )X t u and 2 0( ) .X t u  Figure 2 clearly illustrates the duration S  as the difference between 

the minimum of the upper roots and the maximum of the lower roots, where 11R and 12R  are the 

roots of 1( ) ,X t u  while 21R  and 22R  are the roots of 2( ) ,X t u  respectively when  .u   
The behavior of the process     , above high threshold, is deterministic in shape and has the 

representation  

 

,)(
2

))(()()( 2
0000 tt

u
tttXtXtX 


                                            (2)

 

 

where    is a local maximizer of      and             .  Applying equation (2)  to 1( )X t  and 

2( ),X t  and solving the equations 1( )u X t  and 2( )u X t  for  , we get 

 

2
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2i ii
i

X X u Y
R

u





 
  and 

2

2

2i ii
i

X X u Y
R

u





 
 , 

 

where (0)i iY X u  , 1,2i   are independent and identically distributed as (1 )exp u . For each j, 

(0)jX  has a Rayleigh distribution and the duration of the conjunction of 1( )X t  and 2( )X t  is 

approximated via 2 2
2 11 1( ) ( ).i ii iS min R max R    To accomplish this mission, we need to derive 

the joint pdf of the previously obtained roots corresponding to one of the Gaussian processes say 

1( )X t , i.e. 11R  and 12R .  
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Figure 2: Two Gaussian random processes above high level  .u  

 

 

4. SIMULATION 

 

In this section, we conduct a simulation study to compare our approximations obtained via TLM 

and QM with the exact ones by considering two processes for each approach. We obtained large 

samples each of size 5000 observations from the approximate distribution of S  for different 

threshold values 1.0 and  2.5.u   On the other hand; a large sample from the exact distribution 

of S  is obtained using simulated Gaussian processes. Comparison is conducted based on the 

cumulative distribution function (CDF) obtained from the exact and approximated distributions 

for different threshold values. The results concerning our approximation as well as the exact 

results are shown in Table 1 and Figures 3-4. The results show that the TLM approximation is 

very closed to the exact one and it works better than QM approximation for different levels of u , 

however the QM works better than TLM when 2.5u   as shown in Figure 4(a, b). The results 

are applied to the case of two processes throughout this simulation study.  

 

 

Table 1: The means for the exact one, TLM and QM approximations 
 

u  Exact  TLM  QM mean 

0.5 1.1147 1.6922 2.4585 

1.0 0.8486 0.8156 1.2441 

1.5 0.6789 0.5722 0.8253 

2.0 0.5730 0.5277 0.6270 

2.5 0.4896 0.3351 0.4931 
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Figure 3: The exact (stairs) CDF of two processes for 1.0.u   (a) TLM approximation (smooth) 

CDF of .S  (b) QM approximation (smooth) CDF of .S

 
Figure 4: The exact (stairs) CDF of two processes for 2.5.u   (a) TLM approximation (smooth) 

CDF of .S  (b) QM approximation (smooth) CDF of .S  

 

 

5. APPLICATION 

 

In this section, we apply the theory developed in this paper to meteorological data sets collected 

from National Center for Atmospheric Research. The data represented in the monthly values of 

the sea level pressure (SLP) during 1866-2007. This series consists of 1692 observations on the 

SLP during 141 years, computed as "the difference of the departure from the long-term monthly 
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mean sea level pressures'' at Tahiti in the South Pacific and Darwin in Northern Australia. The 

fact that most of the observations in the last part of the series take negative values are related to a 

recent warming in the tropical Pacific and this pattern has been the cornerstone of many recent 

studies. A Kolmogrov-Smirnov goodness of it test was conducted for both data sets and showed 

high p-values. Also Figure 4 gives us the intuition of having stationary data sets. We carry on the 

mission of extracting the duration of the conjunction of the SLP data sets using a threshold of 

1.0u  . Since the distribution of the duration of the excursion set of one Gaussian process is the 

same as the distribution of 
2

2
Y

u
 where ( )

1
Y exp

u
, then the duration average is

2

u




. Let 

11,S  
112 1,..., nS S denote the observed durations of the excursion for Tahiti data, then the method of 

moment estimator of   is 1 1
ˆ 2 ,n uS   where 

11 11 12 1... nS S S S    is distributed as 

1
2

Gamma( , ).n
u




 Moreover, using the  -method we intend to give an approximation of the 

variance of ˆ.  To accomplish this, we let 1( ) 2g x n ux  and the approximated variance of 

̂  will be 2
1 1

1

ˆ( ) ( ( )) ( )Var g E S Var S
n


   . The extreme value of the SLP data sets is an 

essential random variable in climatology; therefore its probability distribution is highly required. 

Note that above the threshold 1.0u  , the excursion set for Tahiti and Darwin have the following 

durations: 1 and 2 (in months) with frequencies 23 and 1, respectively. These durations are used 

to produce the mean duration distribution of   
 

( ) 0.8080.
ˆ2

E S
u




   

 

The smooth parameter happens to be ˆ 1.5512   and its variance is ˆ( ) 0.1003.Var    This 

means that the SLP process or data set spends (after an up-crossing of 1.0u  ) on the average  

0.8080.  

 

6. CONCLUSION 

 

In this paper, we proposed a new approximation method called the Tangent Line Method which 

showed a slightly better performance above a high threshold u  compared to other approaches 

derived for Gaussian processes. Another approximation method called the quadratic method is 

proposed for implementation in the case of at least two processes under investigation. We 

compared the two approximations with the exact one based on the performance of their CDF's 

via simulation as shown in the Figures 3-4. The TLM appears to be more accurate than QM 

when we compare the results with the exact one, while QM works better than TLM at the 

threshold 2.5.u   We derived the distribution of the excess height above a high threshold u  

when we approximate each process using TLM. Finally, we may conclude that TLM 

approximation is better than QM approximation for small values of    
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Figure 10: The behavior of sea level pressure: a) At Darwin b) At Tahiti. 
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ABSTRACT

The quasi-likelihood approach for estimation of state-space models is proposed in this pa-
per. In the proposed method both state variables and unknown parameters are estimated
by quasi-likelihood approach. The procedure is less complex and easily implemented. Two
examples are studied in this paper. The simulation study has shown that the performance
of the quasi-likelihood approach is as good as that of the maximum likelihood approach.
Comparing to the traditional maximum likelihood approach, the quasi-likelihood approach
is quite simple and standard and can also be carried out without full knowledge on the
probability structure of relevant state-space system.

Keywords: State-Space Model(SSM), Quasi-likelihood(QL), Quasi-score Estimating Func-
tion, Quasi-likelihood Estimate(QLE)

1. INTRODUCTION

The class of state space models (SSM) provides a flexible framework for describing a wide
range of time series in a variety of disciplines. For extensive discussion on SSM and their
applications see Harvey (1989) and Durbin and Koopman (2001). A state-space model can
be written as

yt = f(αt, θ) + ϵt, t = 1, 2, · · · , T (1)

where y1, . . . , yT represent the time series of observations; θ is an unknown parameter that
needs to be estimated; f(.) is a function of state variable αt and θ; and {ϵt} are uncorrelated
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disturbances with Et−1(ϵt) = 0, V art−1(ϵt) = σ2
ϵt ; in which Et−1, and V art−1 denote condi-

tional mean and conditional variance associated with past information updated to time t-1
respectively. State variables α1, . . . , αT are unobserved and satisfy the following model

αt = h(αt−1, θ) + ηt, t = 1, 2 · · · , T, (2)

where h(.) is a function of past state variables and θ; {ηt} are uncorrelated disturbances with
Et−1(ηt) = 0, V art−1(ηt) = σ2

η.
One of the special applications that we will consider in detail is the case where the time

series y1, . . . , yT consist of counts. Here, it might be plausible to model yt by a Poisson
distribution. Models of this type have been used for rare diseases. (see Zeger (1988); Chan
and Ledolter (1995); Davis, Dunsmuir and Wang (1988)).

Another noteworthy application of the SSM that we will consider is Stochastic Volatility
Model (SVM), a frequently used model for returns of financial assets. Applications, together
with estimation for (SVM), can be found in Jacquier, et al (1994); Briedt and Carriquiry
(1996); Harvey and Streible (1998); Sandmann and Koopman (1998); Pitt and Shepard
(1999).

There are several approaches in the literature for estimating the parameters in (SSMs) by
using the maximum likelihood method when the probability structure of underlying model
is normal or conditional normal. For example the EM algorithms, one of the methods, is
used to estimate the parameters in SSMs. The EM algorithms involved two steps E-step
and M-step. In the E-Step, the expectation of the logarithm of the complete likelihood con-
ditional on the latest estimate of parameters is required. In M-step, the approximation is
optimized with respect to the vector of parameters and the procedure will be repeated until
estimation is converge. In some applications of the EM algorithm, the E-step is complex and
does not admit a closed form solution to the computation of the conditional expectation of
the complete data log likelihood. One way to get over this problem is to resort to numerical
integration. However, in some cases, especially when the complete-data density does not
belong to the exponential family, numerical integration over the missing-data density (state
variables) dose not always preserve the function (Meng and Rubin, (1991)). To overcome
the complex likelihoods of a time series model with count data, Chan and Ledolter (1995)
proposed the Monte Carlo EM algorithm that uses a Markov chain sampling technique in the
calculation of the expectation in the the E-step of the EM algorithm. Durbin and Koopman
(1997, 2001) obtained accurate approximation of the log-likelihood for Non-Gaussian state
space models by using Monte Carlo simulation. The log-likelihood function is maximised nu-
merically to obtain estimates of unknown parameters. Kuk (1999) suggested an alternative
class of estimate models based on conjugate latent process and applied it to approximate
the likelihood of a time series model for count data. Sandmann and Koopman (1998) in-
troduced the Monte Carlo maximum likelihood method of estimating stochastic volatility
models (SVM). Davis and Rodriguez-Yam (2005) proposed an alternative estimation proce-
dure which is based on an approximation to the likelihood function.

In this paper we will follow a different approach, the quasi-likelihood (QL) approach, to
estimate the parameters and predictors of state variables in SSMs. In literature, the QL
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approach has been applied to stochastic volatility models (SVM) by Papanastassiou and
Ioannides (2004). They use and extend set of Kalman filter equations in their estimation
procedure, and have restricted themselves to a linear state space model. Jorgensen et al.
(1999) and Knudsen (2001) estimated parameters from Poisson-gamma and other count data
state space models by using estimating functions approach. They use the Kalman filter and
smoother in their estimation procedures. The Kalman filter and the smoother are methods
used to estimate predictors of state-variables and one-step-ahead predictors of observations.
Usually the Kalman filter is derived through the maximum likelihood method. This means
that the probability structure of the underlying state space system needs to be known. How-
ever, in practice, knowing system probability structure usually is not realistic. Furthermore,
the likelihood function is often difficult to calculate. For these reasons, the maximum like-
lihood method is often difficult to apply in practice. Furthermore, Kalman filter involves
many complex matrices calculation, which sometime makes the estimation procedure com-
plex in practice. Not like the QL approach given by Papanastassiou and Ioannides (2004),
Knudsen (2001) and Jorgensen et al. (1999), To avoid complexity expression of Kalman
filter matrix, We propose to apply the QL method only to the whole estimation procedure
of SSMs. We will demonstrate and show the proposed estimating procedure is less com-
plex and easily implemented in estimating the state and parameters in state space models
(SSMs). The QL method was first introduced by Wedderburn (1974). Wedderburn’s work
was mainly based on the generalized linear model. At the same time, a similar technique
was also independently developed by Godambe and Heyde. This technique later was called
“quasi-likelihood” (see, Godambe and Heyde, (1987)). The later technique is more focused
on the applications to the inference of stochastic processes. These two independently devel-
oped quasi-likelihood methods are defined in different ways because the original approaches
are different. The definition given by Godambe and Heyde (1987) is more general than that
given by Wedderburn (1974). For this aspect of discussion see Lin and Heyde (1993). In
this paper, we will adopt the definition of the quasi-likelihood given by Godambe and Heyde
(1987). For detail knowledge on the quasi-likelihood method see Heyde (1997).

Consider a stochastic process yt ∈ Rr,

yt = µt(θ) +mt, 0 ≤ t ≤ T (3)

where θ ∈ Θ ∈ Rp is the parameter needed to be estimated; µt is a function vector of {ys}s<t;
(in the other words, µt is Ft−1-measurable); mt is an error process with E(mt|Ft−1) =
Et−1(mt) = 0. When the following estimating function space

GT = {
T∑
t=1

At(yt − µt) | At is a Ft−1-measurable p× r matrix}

is considered, the standard quasi-score estimating function in the space has form

G∗
T (θ) =

T∑
i=1

Et−1(ṁt)(Et−1(mtm
′
t))

−1mt, (4)
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where ṁt =
∂mt
∂θ

and “′” denotes transpose. The solution of G∗
T (θ) = 0 is the quasi-likelihood

estimator of θ. For a special scenario, if we only consider sub estimating function spaces of
GT , for example,

G(t)
T = {At(yt − µt) | At is a Ft−1-measurable p× r matrix} ⊂ GT , t < T,

then, the standard quasi-score estimating function in this space is

G∗
(t)(θ) = Et−1(ṁt)(Et−1(mtm

′
t))

−1mt (5)

and G∗
(t)(θ) = 0 will give the quasi-likelihood estimator based on the information provided

by G(t)
T .
In next section, we use these results to develop an inference approach for estimating pa-

rameters in SSMs. This approach can be carried out without full knowledge of the probability
structure of underlying system yt.

This paper is organized as follows. In Section 2.1, we apply the QL approach to SSMs. In
Sections 2.2 and 2.3 we demonstrate the QL approach via simulation studies. In Section 2.4
we discuss the issue of initial values addressed in the procedure of simulation and estimation.
In Section 2.5 we apply the QL approach to real data. A summary is given in Section 3.

2. PARAMETER ESTIMATION

2.1 The quasi-likelihood approach

In this subsection we introduce how to use the QL approach to estimate parameters in SSM
without borrowing the transition matrix introduced in the standard Kalman filter method.
Consider the following state-space model

yt = f(αt, θ) + ϵt, and αt = h(αt−1, θ) + ηt, t = 1, 2 · · · , T, (6)

where {yt} represents the time series of observations, {αt} the state variables, θ unknown
parameter taking value in an open subset Θ of p-dimensional Euclidean space. Both f and
h are functions satisfying certain regularity conditions, and the error terms ϵt and ηt are
independent. Denote δt = (ϵt, ηt)

′. Then δt is a martingale difference with

Et−1(δt) =

(
0
0

)
and

V art−1(δt) =

(
σ2
ϵt 0
0 σ2

η

)
.

Traditionally, normality or conditional normality condition is assumed and the estima-
tion of parameters are obtained by the ML approach. However, in many applications the
normality assumption is not realistic. Further more, the probability structure of the model
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may not be known. Thus the maximum likelihood method is not applicable or it is too
complex to estimate parameters through the ML method as the calculation involved is com-
plex sometimes. In the following the QL approach for estimating the parameters in SSM is
introduced. This approach can be carried out without full knowledge of the system prob-
ability structure. It involves in making decision about the initial values of θ and iterative
procedure. Each iterative procedure consists of two steps. The first step is to use the QL
method to obtain the optimal estimation for each αt, say α̂t. The second step is to combine
the information of {yt} and {α̂t} to adjust the estimate of θ through the QL method.

In Step 1, assign an initial value to θ and consider the following martingale difference

δt =

(
ϵt
ηt

)
=

(
yt − E(yt|Ft−1)
αt − E(αt|Ft−1)

)
and estimating function space

G(t)
T = {Atδt | At is Ft−1 measurable},

where αt is considered as an unknown parameter. As mentioned in (5), a standardized
optimal estimating function in this estimating function space is

G∗
(t)(αt) = Et−1(

∂δt
∂αt

)[V art−1(δt)]
−1δt.

To obtain the QL estimate α̂t of αt, we let G∗
(t)(αt) = 0 and solve the equation for αt. This

estimation is as same as the estimation given by Kalman filter approach when the underlying
system has a normal probability structure. (For detailed discussion see Lin, (2007)).

In Step 2, θ is considered as an unknown parameter and the estimating function space

GT = {
T∑
t=1

Atδt | At is Ft−1 measurable}

is considered. Then the standardized optimal estimating function in this estimating function
space is

G∗
T (θ) =

T∑
t=1

Et−1(
∂δt
∂θ

)[V art−1(δt)]
−1δt.

To obtain the QL estimate θ̂ for θ we let G∗
T (θ) = 0 and solve the equation while replacing αt

by α̂t obtained from Step 1. The θ̂ obtained from Step 2 will be used as a new initial value
for the θ in Step 1 in the next iterative procedure. These two steps will be alternatively
repeated till certain criterion is met. The differences between the QL approach and the
EM algorithm described by Harvey (1989), Durbin and Koopman (2001) and Fahrmeir and
Tutz (1996) are two. The first is that the QL approach requires less knowledge on the
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underling probability structure. The second is that the QL approach uses filter states only
in estimating parameters.

When σ2
ϵt and σ

2
η are unknown, a procedure for estimating σ2

ϵt and σ
2
η will be involved. In

Step 1, initial value for σ2
ϵt and σ

2
η need to be provided. By the end of Step 2, the estimations

of σ2
ϵt and σ

2
η will be made and will be the new initial value for σ2

ϵt and σ
2
η respectively in the

next step. For details, see the simulation studies in next sections.
Two simulation studies on this approach are presented below. One is based on Poisson

Model and other is based on the basic Stochastic Volatility Model (SVM).

2.2 Poisson model

Let y1, y2, · · · , yT be observations and α1, α2, · · · , αT be states. The state-space model is
given by

yt ∼ Poisson distribution with parameter eβ+αt , (7)

where αt = ϕαt−1 + ηt, and ηt are i.i.d with mean 0 and variance σ2
η. The study on the

generalized form of the above model can be found from Durbin and Koopman (1997), Kuk
(1999), and Davis and Rodriguez-Yam (2005). Here the information on ηt is only given by the
first two moments. Consider the situation of the above model by assuming that {yt− eβ+αt}
and ηt are mutually independent; β, ϕ and σ2

η are unknown. Based on this situation, we
consider the following martingale difference(

ϵt
ηt

)
=

(
yt − eβ+αt

αt − ϕαt−1

)
.

Our estimation consists of two steps. In Step 1, let αt act as an unknown parameter.
The standard quasi-score estimating function in the estimating function space determined
by

G = {At
(
ϵt
ηt

)
| At is Ft−1 measurable }

is

G(t)(αt) = (−eβ+αt , 1)
(
eβ+αt 0
0 σ2

η

)−1(
yt − eβ+αt

αt − ϕαt−1

)
= −yt + eβ+αt +

1

σ2
η

(αt − ϕαt−1). (8)

To carry out the two-step estimation procedure described in Section 2.1, the starting value
ψ0 = (β0, ϕ0, σ

2
η0), and the initial value for state process αt are required. Impact of the

starting value of ψ0 and the initial value of αt on parameter estimation is discussed in Section
2.4. Initially we assign α0 = α̂0 = 0. Once the optimal estimation of αt−1 is obtained, say
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α̂t−1, the quasi-likelihood estimation of αt, will be given by solving equation G(t)(αt) = 0
through Newton-Raphson algorithm. It gives

α
(k+1)
t = α

(k)
t −

−yt + eβ+α
(k)
t + 1

σ2
η0

(α
(k)
t − ϕα̂t−1)

eβ+α
(k)
t + 1

σ2
η0

. (9)

It starts with α
(1)
t = α̂t−1 and will be iterative till it is convergent. Then move to Step 2.

In Step 2, let β and ϕ act as unknown parameters. We apply the QL method to estimate
β and ϕ. In this step, the estimating function space is

G = {
T∑
t=1

At

(
ϵt
ηt

)
| At is Ft−1 measurable }.

The standard quasi-score estimating function related to G is

GT (β, ϕ) =
T∑
t=1

(
−eβ+αt 0

0 −αt−1

)(
eβ+αt 0
0 σ2

η0

)−1(
yt − eβ+αt

αt − ϕαt−1

)
.

Replace αt by α̂t, t = 1, 2, · · · , T , and the QL estimate of β and ϕ will be given by solving
GT (β, ϕ) = 0. Therefore

β̂ = ln(
T∑
t=1

yt)− ln(
T∑
t=1

eα̂t), t = 1, 2, · · · , T, (10)

ϕ̂ =

∑T
t=1 α̂tα̂t−1∑T
t=1 α̂

2
t−1

, t = 1, 2, · · · , T. (11)

and let

σ̂2
η =

∑T
t=1(η̂t − ¯̂η)2

T − 1
(12)

where η̂t = α̂t − ϕ̂α̂t−1, t = 1, 2, · · · , T , and ¯̂η =
∑T
t=1 η̂t
T

. The above two steps will be

iteratively repeated till certain criterion is meet. The ψ̂ = (β̂, ϕ̂, σ̂2
η) obtained from previous

Step2 will be used as an initial value for Step1 in next iteration.
To demonstrate described estimation procedures we carried out a simulation study on

model (7). Our simulation was carried as follows: Firstly, independently simulate 1000
samples with size 500 from (7) based on a true parameter ψ = (β, ϕ, σ2

η). After series {yt}
are generated, we pretend that αt are unobserved and ϕ, β and σ2

η are unknown. Then apply
the above estimation procedure to yt only to obtain the estimation of αt, ϕ, β and σ2

η. We
consider different parameter settings for ψ = (ϕ, β, σ2

η) which are the same as the layout
considered in Rodriguez-Yam (2003). For the simulation, we compute mean and root mean

squared errors for β̂, ϕ̂ and σ̂2
η based on N=1000 independent samples. Result are shown in

Table 1. In Table 1, QL denotes the quasi-likelihood estimate.

415



Table 1: QL estimates based on 1000 replication. Root mean square error of estimates are
reported below each estimate.

β ϕ ση β ϕ ση β ϕ ση
True -0.613 0.90 0.6221 -0.613 0.95 0.446 -0.613 0.98 0.284
QL -0.610 0.888 0.606 -0.615 0.907 0.436 -0.615 0.969 0.287

0.004 0.096 0.037 0.039 0.056 0.042 0.021 0.016 0.040
True 0.150 0.90 0.312 0.150 0.95 0.223 0.150 0.98 0.142
QL 0.149 0.898 0.312 0.149 0.945 0.217 0.147 0.974 0.137

0.005 0.021 0.016 0.009 0.017 0.017 0.021 0.012 0.017
True 0.373 0.90 0.111 0.373 0.95 0.079 0.373 0.98 0.051
QL 0.372 0.898 0.114 0.345 0.946 0.082 0.345 0.973 0.052

0.011 0.019 0.006 0.030 0.015 0.005 0.033 0.013 0.033

2.3 Stochastic volatility model (SVM)

For the second simulation example, we consider the stochastic volatility process, which is
often used for modelling log-returns of financial assets, defined by

yt = σtξt = eαt/2ξt, t = 1, 2, · · · , T, (13)

and
αt = γ + ϕαt−1 + ηt, t = 1, 2, · · · , T, (14)

where both ξt and ηt i.i.d respectively; ηt has mean 0 and variance σ2
η. A key feature of the

SVM in (13) is that it can be transformed into a linear model by taking the logarithm of the
square of observations

ln(y2t ) = αt + ln ξt
2, t = 1, 2, · · · , T. (15)

If ξt were standard normal, then E(ln ξ2t ) = −1.2704 and V ar(ln ξ2t ) = π2/2 (see Abramowitz
and Stegun (1970), p. 943). Let εt = ln ξ2 + 1.2704. The disturbance εt is defined so as to
have zero mean. Based on this situation, we consider the following martingale difference(

ϵt
ηt

)
=

(
ln(y2t )− αt + 1.2704
αt − γ − ϕαt−1

)
.

In Step 1, let αt act as an unknown parameter. The standard quasi-score estimating
function determined by the estimating function space

G = {At
(
ϵt
ηt

)
| At is Ft−1 measurable }

is
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G(t)(αt) = (−1, 1)

(
π2

2
0

0 σ2
η

)−1(
ln(y2t )− αt + 1.2704
αt − γ − ϕαt−1

)
=

−2

π2
(ln(y2t )− αt + 1.2704) + σ−2

η (αt − γ − ϕαt−1). (16)

Let α̂0 = 0 and initial values ψ0 = (γ0, ϕ0, σ
2
η0
). Given α̂t−1 the optimal estimation of

αt−1, the quasi-likelihood estimation of αt, i.e. the optimal estimation of αt, will be given
by solving G(t)(αt) = 0, i.e.

α̂t =
2σ2

η0
(ln(y2t ) + 1.2704) + π2(ϕα̂t−1 + γ)

2σ2
η0
+ π2

, t = 1, 2, · · · , T. (17)

In Step 2, based on {α̂t} and {yt}, let γ and ϕ act as unknown parameters, and use the
QL approach to estimate them. The standard quasi-score estimating function related to the
estimating function space

G = {
T∑
t=1

At

(
ϵt
ηt

)
| At is Ft−1 measurable }

is

GT (γ, ϕ) =
T∑
t=1

(
0 −1
0 −αt−1

)(
π2

2
0

0 σ2
η0

)−1(
ln(y2t )− αt + 1.2704
αt − γ − ϕαt−1

)
.

Replace αt by α̂t,, t = 1, 2, · · · , T , the QL estimate of γ and ϕ will be given by solving
GT (γ, ϕ) = 0. Therefore

ϕ̂ =

∑T
t=1 α̂t

∑T
t=1 α̂t−1 − T

∑T
t=1 α̂t−1α̂t

(
∑T

t=1 α̂t−1)2 − T
∑T

t=1 α̂
2
t−1

, t = 1, 2, · · · , T, (18)

γ̂ =

∑T
t=1 α̂t − ϕ̂

∑T
t=1 α̂t−1

T
, t = 1, 2, · · · , T. (19)

and let

σ̂2
η =

∑T
t=1(η̂t − ¯̂η)2

T − 1
(20)

where η̂t = α̂t − γ̂ − ϕ̂α̂t−1, t = 1, 2, · · · , T . The above two steps will be iteratively repeated
till certain criterion is meet. As mentioned before, ψ̂ = (γ̂, ϕ̂, σ̂2

η) will be used as an initial
value for next step in the iterative procedure.

The format for this simulation study is the same as the layout considered by Rodriguez-
Yam(2003). From empirical studies (e.g Harvey and Shepard, 1993; Jacquier et, al., (1994))
the values of ϕ between 0.9 and 0.98 are of primary interest. For this simulation study, we
consider samples of size T=1000 and compute mean and root mean squared errors for ϕ̂,
γ̂ and σ̂2

η based on N=1000 independent samples. The results are shown in Table 2. QL
denotes the quasi-likelihood estimate.
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Table 2: QL estimates based on 1000 replication. Root mean square error of estimates are
reported below each estimate.

γ ϕ ση γ ϕ ση γ ϕ ση
True -0.821 0.90 0.675 -0.411 0.95 0.484 -0.614 0.98 0.308
QL -0.989 0.867 0.370 -0.563 0.921 0.329 -0.213 0.95 0.249

0.254 0.039 0.293 0.202 0.035 0.159 0.075 0.031 0.0673
True -0.736 0.90 0.363 -0.368 0.95 0.260 -0.147 0.98 0.166
QL -0.835 0.898 0.234 -0.416 0.931 0.195 -0.155 0.970 0.158

0.153 0.015 0.130 0.083 0.022 0.066 0.030 0.012 0.015
True -0.706 0.90 0.135 -0.353 0.95 0.096 -0.141 0.98 0.061
QL -0.721 0.891 0.114 -0.353 0.946 0.094 -0.143 0.979 0.060

0.070 0.014 0.021 0.037 0.007 0.004 0.012 0.002 0.003

2.4 The issues of initial values in the procedures of simulation and estimation

In this subsection, we study the impact of initial values assigned to state variable α0 and ψ0.
Firstly, consider the issue of the initial value for state variable α0. By noting that

state variables form a stationary process in both models studied in this paper, therefore,
no mater what value has signed to α0, the force of stationarity will bring the simulated
sample path back to the equilibrium described by the model. Therefore, like others (Zivot,
et al. (2004); and Durbin and Koopman (2001)), we assign α0 = 0 in our study. In the
following, we use simulation study to convince the fact. Consider Poisson Model (7) and

Table 3: QL estimates based on 1000 replication. Root mean square error of estimates are
reported below each estimate based on different initial values for α0.

α0 SVM Poisson Model
γ ϕ ση β ϕ ση

True 0 -0.141 0.98 0.061 0.15 0.95 0.223
α̂0 0 -0.144 0.979 0.060 0.139 0.934 0.235

0.013 0.002 0.003 0.001 0.001 0.019
1 -0.163 0.979 0.062 0.139 0.933 0.235

0.025 0.004 0.003 0.001 0.001 0.019
2 -0.179 0.975 0.063 0.139 0.933 0.235

0.041 0.006 0.004 0.001 0.001 0.019
3 -0.194 0.972 0.066 0.139 0.933 0.235

0.055 0.008 0.006 0.001 0.001 0.019
4 -0.208 0.970 0.069 0.149 0.946 0.235

0.068 0.009 0.009 0.001 0.001 0.019
5 -0.221 0.969 0.073 0.139 0.933 0.235

0.081 0.012 0.012 0.001 0.001 0.019

SVM (13) and (14). In Table 3, we show how the initial value α0 effects the final estimation
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Figure 1: The plot of αt and α̂t when α̂0 is assigned as 0.

when the QL approach is applied. The estimate parameters for SVM are presented in the
third column using ψ0 = (−0.121, 0.99, 1) as initial value for all of the estimation procedure
and the estimate parameters for Poisson Model are presented in the fourth column using
ψ0 = (0.14, 0.99, 1). The value of α0 in the true models always assigned to 0. We can see
from Table 3 there is no big impact of the choice of the value for α̂0 in estimation procedure.

Consider Poisson Model given in (7) with true parameter ψ = (0.15, 0.95, 0.223). In
Figures 1 and 2 using ψ0 = (0.14, 0.99, 1), we show there is no big impact on the estimate of
the path αt when α̂0 is chosen far away from the true value α0. The solid line in Figures 1
and 2 shows the true value of state variables and the dotted line shows the optimal estimate
of state variables αt. In both cases, the QL estimate for the state variables are relatively
close to the true state, even though the initial value might not very close to the true value
α0 = 0.

Secondly, we consider the starting values for system parameters ψ = (β, ϕ, σ2
η). As

described in literature, the estimation procedure outputs strongly rely on the appropriate
value of the initial parameter ψ0. Usually ψ0 should be chosen from the neighborhood of its
true value. In practice, how to identify an appropriate ψ0 is an interesting question.

In their survey article Zivot, et al. (2004) suggest to choose the starting value ψ0 close
to the true value of ψ. Sometime people use different approach to choose ψ0. For example,
Durbin and Koopman (1997) maximised numerically the approximate likelihood for non-
Gaussian SSMs to obtain the starting value for ψ. Sandmann and Koopman(1998) used
two-dimensional grid search procedure to search for an appropriate starting value for ψ. In
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Figure 2: The plot of αt and α̂t when α̂0 is assigned as 5.

this paper, we adapt Sandmann and Koopman’s idea.

2.5 Application to SVM

We apply the estimation procedure described in previous section to a real case where the
observations are assumed to satisfy SVM (13) and (14)(see, Davis and Rodriguez-Yam (2005);
Rodriguez-Yam (2003); Durbin and Koopman (2001)). The data are the pound/dollar of
the daily observations of weekdays closing pound to dollar exchange rates xt, t = 1, · · · , 945
from 1/10/81 to 28/6/85 (http://staff.feweb.vu.nl/ koopman/sv/).

In literature, SVM (13) and (14) are used to model yt = log(xt)− log(xt−1) where in the
model, ξ has standard normal distribution. Set parameter ψ = (γ, ϕ, σ2

η).

Table 4: Estimation of γ, ϕ, and ση for Pound/Dollar exchange rate data.
γ ϕ ση

QL -0.025 0.929 0.013
AL -0.0227 0.957 0.0267
MCL -0.0227 0.975 0.0273

Table 4 shows the estimates of ψ obtains by various method. QL denotes the estimate
obtained by quasi-likelihood approach, AL the estimate obtained by maximizing the approx-
imate likelihood proposed by Davis and Rodriguez-Yam (2003) and MCL estimate obtained
by maximizing the estimate of the likelihood proposed by Durbin and Koopman (1997).
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Figure 3: The plot of ξ̂t

Note that AL and MCL outputs are taken from Rodriguez-Yam (2003). The QL estimations
are slightly different from the estimation of AL and MCL.

To check if the QL estimation is reasonable, we examine the plot of ξ̂t given by QL
approach and show the plot in Figure 3. Except for some outliers appeared at the end of
time period, the plot of ξ̂t clearly indicate that we can accept that ξt are i.i.d. as required.

3. CONCLUSIONS

By using two examples, this paper shows an alternative approach to estimate the parame-
ters in SSMs. Instead of using traditional kalman filter formulae to estimate state variables,
this approach use the QL method to estimate the state variables. It turns out the whole
estimation processes looks very straightforward and is easily implemental. When the proba-
bility structure of underlying systems is complex or unknown, when maximum likelihood or
mixture of maximum likelihood is not easily to implemented, the approach proposed in this
paper is considerable approach for estimating parameters in SSMs.
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ABSTRACT

The three-parameter exponentiated Weibull (EW) family not only contains distributions
with unimodal and bathtub failure rates, but also allows for a broad class of monotone
hazard rates and is computationally convenient. The present article obtains estimators of
the three parameters and quantiles of the EW lifetime model. Maximum likelihood and
method of moments estimators for the three parameters are developed. Independent non-
informative types of priors are considered for the parameters to develop Bayes estimators
under the squared error loss function. Estimators of the parameters and quantiles using the
elemental percentile method are developed. As opposed to the classical estimators which
require multidimensional numerical search, the elemental percentile estimates are easy to
derive and to compute and they are unique and well defined for all parameter and sample
values. As the presence of censoring creates special problems for the classical estimation
methods, an extension of the elemental percentile method is proposed to deal with censored
data. Graphical displays for informal checks on the appropriateness of the model as well as
formal goodness of fit tests for the three-parameter EW are illustrated. Two real-life data
sets with and without censoring are used to illustrate the results.

Keywords: Bayes estimators, Censoring, Elemental percentile method, Goodness of fit,
Maximum likelihood estimators, Moments estimators, Non-informative prior, Square error
loss function, Three-parameter exponentiated Weibull, Total time on test.

1. INTRODUCTION

Although monotone failure rates have a wide range of applications, data in reliability analysis
especially over the life-cycle of the individual or product, can involve decreasing failure rate
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during the infant mortality phase, constant failure rate during the so-called useful life phase
and eventually increasing failure rate due to aging and wear out, indicating a bathtub failure
rate. This bath-tub hazard rate is common in the fields of science, engineering, medical,
biological, ecological and space explorations; Lawless (2003). Non monotone hazard functions
other than the bathtub-shaped ones are not commonly used in practice.

There have been several attempts to answer the need for a family of distributions which
allow flexibility in modeling non monotone failure rates. Several models, such as Stacy’s
generalized gamma Stacy (1962), the mixtures of Weibull distributions proposed by Mann
et al. (1974), the generalized F distribution by Prentice (1975), a four-parameter family
introduced by Gaver and Acar (1979), a three-parameter family proposed by Hjorth (1980) as
a generalization of the Rayleigh distribution which itself is a generalization of the exponential
distribution, as well as the two families introduced by Slymen and Lachenbruch (1984) have
been introduced for modeling non monotone failure rate data. However, the inferential
analysis of these distributions, as studied and discussed by Bain (1974), Gore et al. (1986)
and Lawless (2003), often pose much mathematical complexity, especially in the presence of
censoring.

The exponentiated Weibull (EW) family was introduced by Mudholkar and Srivastava
(1993) as a generalization of the Weibull family. This family not only contains distributions
with unimodal and bathtub failure rates but also allows for a broader class of monotone
hazard rates and is computationally convenient for censored data. The EW family has
been found to be more appropriate than the generalized extreme value family for modeling
extremes such as floods, wave heights and wind speed in moderate size samples because
of the slow convergence of the sample extremes to their asymptotic distributions (for more
applications of the generalized extreme value model, see, for example, Castillo et al. (2005)).
This was illustrated by Mudholkar and Hutson (1996) using the flood data for the Floyd
River located at James, Iowa. Other applications of the EW family were illustrated in
Mudholkar et al. (1995) who used the EW family in analyzing bus-motor-failure data as well
as modeling Efron (1988) data on the survival times of head-and-neck cancer patients.

The cumulative distribution function, probability density function and hazard rate of the
EW family are given by

F (x; θ) =
(
1− e−(x/β)α

)λ
, x > 0, α, β, λ > 0, (1)

f (x; θ) =
αλ

βα
xα−1e−(x/β)α

(
1− e−(x/β)α

)λ−1

, x > 0, α, β, λ > 0, (2)

and

h (x; θ) =
f (x; θ)

1− F (x; θ)
, (3)

respectively, where θ = {α, β, λ}, α and λ are shape parameters and β is a scale parameter.
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When setting p = F (xp; θ), we obtain the pth quantile of X as

xp = F−1 (p; θ) = β
[
− log

(
1− p1/λ

)]1/α
, 0 ≤ p ≤ 1. (4)

Mudholkar and Hutson Mudholkar and Hutson (1996) show that the EW family not only
includes distributions with bathtub and unimodal failure rates but provides a broad class of
monotone failure rates. The hazard function assumes distinctly different shapes over the four
regions of the space of the shape parameters α > 0 and λ > 0 separated by the boundary
line α = 1 and the curve αλ = 1. Specifically for the EW family the hazard function is

• Monotone increasing for α ≥ 1 and αλ ≥ 1;

• Monotone decreasing for α ≤ 1 and αλ ≤ 1;

• Bathtub shaped for α > 1 and αλ < 1;

• Unimodal for α < 1 and αλ > 1.

Mudholkar and Hutson Mudholkar and Hutson (1996) also study the skewness and kur-
tosis properties, density shapes and tail character and the associated extreme value and
extreme spacings for the two parameter EW family which is a special case of (1) when
β = 1.

Life time data usually come in one of three forms:

• Type I Censoring: Under this sampling scheme, the experiment is run over a fixed time
period such that the lifetime of the individual or item will be known only if it is less
than some predetermined value. A more complicated form of Type I censoring arises
when each item has its own specific censoring time, since not all items started to be
tested on the same date.

• Type II Censoring: Under this sampling scheme, a total of n items are placed on test,
but instead of continuing until all items have failed, the test is terminated at the time
of failure of the rth item (r ≤ n).

• Complete data, where the data are available without censoring.

Singh et al. Singh et al. (2005a,b) state that estimation procedures for the three-
parameter EW model in presence of censoring seems to be untouched and that their paper
was an attempt in this direction. For simplicity they consider only Type II censored data.
Thus, to our knowledge, estimation procedures for the EW model under Type I censoring has
not been considered in the literature. In Section 5, we first derive the Elemental Percentile
Method (EPM) estimators for the case of complete data. The EPM is proposed by Castillo
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and Hadi (1995a). We then generalize EPM in Section 6, which makes it applicable to all
types of censoring.

Estimation procedures under classical and Bayesian set up for the EW family have been
considered by Singh et al. (1999) and Singh et al. (2002, 2005a,b). They develop maximum
likelihood estimates (MLE) and Bayes estimates under complete and Type II censored data.
However, no theoretical asymptotic variances have been derived. In this paper we derive these
asymptotic variances in Section 2, which are required to obtain the MLE using numerical
methods such as the Newton Raphson type methods.

In the Bayesian approach, Singh et al. (2005b) derive the joint posterior density of the
three parameters, the marginal posterior densities for each parameter, and then state that
the Bayes estimates under squared error loss will be the posterior means of these densities.
All these densities and estimates involved multidimensional integrals which are not solv-
able analytically as Singh et al. (2005b) mentioned. In this paper we use Lindley (1980)’s
approximation, which leads to Bayes estimators and their posterior risks in closed-forms.

With regards to the method of moments (MOM), Nassar and Eissa (2003) derived the
rth moment of the three-parameter EW random variable. Their objective, however, was to
study the properties of the distribution but not to find the MOM estimators. In this paper
we derive the MOM estimators of the EW model.

The rest of this article is organized as follows: The MLE are given in Section 2 and the
approximate estimates of their variances are derived. In Section 3 the method of moments
(MOM) estimators are discussed. Bayes estimators are developed in Section 4, where in-
dependent non-informative types of priors are considered for the unknown parameters to
develop Bayes estimators under the squared error loss function and where Lindley’s approx-
imation is used to evaluate the Bayes estimates and their posterior risk. As opposed to
the classical estimators which require multidimensional numerical search, the elemental per-
centile method (EPM) estimators which are easy to derive and to compute are developed
in Section 5. An extension of the EPM is proposed in Section 6 to handle Types I and II
censored data. Graphical displays for informal checks on the appropriateness of the model
as well as formal goodness of fit tests for the three-parameter EW family are illustrated in
Section 7. In Section 8 the different methods are applied to two real-life data sets with and
without censoring. Finally, a Summary is given in Section 9.
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2. THE MAXIMUM LIKELIHOOD ESTIMATORS

Let X = {X1, X2, ..., Xn} represent a random sample of size n drawn from f (x; θ) in (2), the
log likelihood function, l (θ |x), is given by

l (θ |x) = n logα + n log λ− nα log β + (α− 1)
n∑
i=1

log xi −
n∑
i=1

(
xi
β

)α
+(λ− 1)

n∑
i=1

log
(
1− e−(

xi
β )

α)
. (5)

The MLE, θ̂ =
{
α̂, β̂, λ̂

}
, are obtained by solving the system of equations ∂l(θ|x )

∂θi
= 0, where

θ1 = α, θ2 = β and θ3 = λ. These maximum likelihood equations are given by

n

α̂
− n log β̂ +

n∑
i=1

log xi −
1

α̂

n∑
i=1

ψi logψi

[
1−

(
λ̂− 1

)
φi

]
= 0, (6)

α̂

β̂

{
−n+

n∑
i=1

ψi

[
1−

(
λ̂− 1

)
φi

]}
= 0, (7)

and

λ̂ = −n

[
n∑
i=1

log
(
1− e−ψi

)]−1

, (8)

where ψi =
(
xi
β̂

)α̂
and φi =

e−ψi

(1−e−ψi)
, for i = 1, 2, ..., n. Clearly (6) and (7) are transcen-

dental equations in α and β and no closed form solutions are known. The Newton-Raphson
algorithm can be used to find the maximum of the likelihood function and give the MLE.
The optimization algorithms are often sensitive to the choice of starting values. Graphical
techniques based on the distribution and cumulative hazard functions can be used to provide
starting values for the optimization algorithm. The distribution function F (x; θ) in (1) can
be used for this purpose. Taking the log of both sides of (4), we obtain

log xp = log β + α−1 log
[
− log

(
1− p1/λ

)]
, (9)

which implies that if x = (x1, x2, ..., xn) has been drawn from (1), the trend of the graph of
log xp versus log

[
− log

(
1− p1/λ

)]
would be approximately linear providing evidence that the

sample comes from the EW family. However, we need to estimate λ to be able to construct
the graph. Since a bathtub shaped hazard function is characterized by λ < 1, successive
values of λ < 1 can be tried (using, e.g., sliders in some statistical packages) until we get a
straight line. By taking a series of λ values, fitting a straight line to the plot, and examining
the residual sum of squares as the measure of fit, we have a linear model. A model which
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also provides preliminary estimates of α and β, α is estimated as the inverse of the slope of
the line, whereas the intercept provides an estimate for log β. By this procedure one can get
θ0 = (β0, α0, λ0) as a starting value for the algorithm.

The observed information matrix, Σ̂θ̂, which under mild conditions is a consistent esti-

mator of the covariance matrix of the MLE, Cov
(
θ̂r, θ̂j

)
= Σθ̂, can be obtained using the

second derivatives of l (θ |x), the rj-th entry of which is

irj =
−∂2l (θ |x)
∂θr∂θj

∣∣∣∣
θ=θ̂

, r, j = 1, 2, 3, (10)

where

∂2l (θ |x)
∂α2

=
−1

α2

[
n+

n∑
i=1

ψi (logψi)
2 − (λ− 1)

n∑
i=1

φiψi (logψi)
2 (1− ψi − φiψi)

]
,

∂2l (θ |x)
∂α∂β

=
−1

β

[
n−

n∑
i=1

ψi (1 + logψi)

+ (λ− 1)
n∑
i=1

φiψi logψi

(
1

logψi
+ 1− ψi − φiψi

)]
,

∂2l (θ |x)
∂α∂λ

=
1

α

n∑
i=1

φiψi logψi,

∂2l (θ |x)
∂β2

=
α

β2

[
n− (α + 1)

n∑
i=1

ψi + (λ− 1)
n∑
i=1

φiψi (1 + α− αψi − αφiψi)

]
,

∂2l (θ |x)
∂β∂λ

= −α
β

n∑
i=1

φiψi,

∂2l (θ |x)
∂λ2

=
−n
λ2
.

Each component θ̂j (j = 1, 2, 3) is asymptotically normal, that is, θ̂j → N
(
θj, σ

2
θ̂j

)
, where

σ̂2
θ̂j

is the variance of θ̂j.

The MLE of the pth quantile xp in (4), x̂p, can be obtained as

x̂p = β̂
[
− log

(
1− p1/λ̂

)]1/α̂
(11)

and the delta method given in Castillo et al. (2005) can be used to obtain the variance of
x̂p, which is

V (x̂p) = (∇θxp)
T
∑
θ̂

∇θxp, (12)
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where (∇θxp)
T =

[
∂xp
∂α

∂xp
∂β

∂xp
∂λ

]T
. An estimate of V (x̂p) can be obtained by replacing

θ in (12) by its MLE θ̂, that is, V̂ (x̂p) = ∇T
θ̂
x̂pΣ̂θ̂∇θ̂x̂p where the components of ∇θxp are

given by

∂xp
∂α

=
−β
α2

[
− log

(
1− p1/λ

)]1/α
log
[
− log

(
1− p1/λ

)]
,

∂xp
∂β

=
[
− log

(
1− p1/λ

)]1/α
,

and
∂xp
∂λ

=
−β
αλ2

[
− log

(
1− p1/λ

)](1/α)−1
[
p1/λ log p

(1− p1/λ)

]
.

3. THE METHOD OF MOMENTS ESTIMATORS

The rth moment of the three-parameter EW random variable is given by Nassar and Eissa
(2003)

E (Xr) = λβr
∫∞
0
tr/αe−t (1− e−t)

λ−1
dt.

We use this expression to derive the MOM estimators, which are the solutions of the system
of equations

E (Xr) = 1
n

∑n
i=1X

r
i , for r = 1, 2, 3,

In general the moments are analytically intractable, but can be studied numerically. We
need to solve the following system of nonlinear equations in α, β and λ:

fr (θ) = λβr
∫ ∞

0

tr/αe−t
(
1− e−t

)λ−1
dt− 1

n

n∑
i=1

Xr
i = 0, r = 1, 2, 3. (13)

The Newton-Raphson method for solving a system of nonlinear equations can be used as
follows:

1. Take θ(0) =
[
α(0) β(0) λ(0)

]
a starting value for θ =

[
α β λ

]
.

2. Compute f
(
θ(k)
)
, where the superscript k denotes values obtained on the kth iteration,

f (θ) = (f1(θ), f2(θ), f3(θ))
T

and fr (θ) = E (Xr)− 1
n

∑n
i=1X

r
i , for r = 1, 2, 3.
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3. Compute J
(
θ(k)
)
, the Jacobian matrix of f (θ) evaluated at θ(k). The (r, j) th element

of the Jacobian matrix J is ∂fr(θ)
∂θj

, for r, j = 1, 2, 3.

4. The general expression for Newton-Raphson’s method can be written as

θ(k+1) = θ(k) − J−1
(
θ(k)
)
f
(
θ(k)
)
.

5. Repeat Steps 2 to 4 until convergence. The algorithm is terminated when the magni-
tude of the computed change in the value of the root, θ, is less than some predetermined
quantity, ε.

The Monte Carlo approach will be used to approximate the integrals in the elements of
f
(
θ(k)
)
and J

(
θ(k)
)
for specific values of α, β and λ as follows:

I =

∫ ∞

0

g (t) dt =

∫ 1

0

g

(
1

u
− 1

)
1

u2
du =

∫ 1

0

h (u) du = E [h(u)] .

Hence if U1, U2, ..., Uk are independent Uniform (0, 1) random variables, it follows that
the random variables h (u1) , h (u2) , ..., h (uk) are independent and identically distributed
random variables having mean I. Therefore by the strong law of large numbers it follows
that, with probability 1,

k−1

k∑
i=1

h(ui) → E [h (u)] = I, as k → ∞.

4. THE BAYESIAN APPROACH

In this section the Bayesian approach is utilized to derive estimates of the parameters in
(1), assuming we are in a situation where little is known a priori about the values of the
parameters. Under this assumption it may be appropriate to resort to use of a diffuse prior.
Following the rule of Jeffreys (1961) applied separately to each of the three parameters, and
then multiplying the resulting forms we arrive at the overall prior specification which is given
by

g (α, β, λ) ∝ (αβλ)−1 , α, β, λ > 0.

If L is the likelihood function indexed by a continuous parameter θ = (α, β, λ), with prior
density g (θ) = g (α, β, λ), then the posterior density for θ is given by

g (θ |x) = L (θ) g (θ)∫
L (θ) g (θ) dθ

.
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In our case it is possible only to know the kernel of the posterior distribution, but not
the normalizing constant. In this article, we consider Lindley’s approximation to evaluate
the Bayes estimate for arbitrary function of θ, say u (θ), and the corresponding Bayes risk.
Lindley’s approximation provides a numerical approximation method which is useful when
the number of parameters is small (≤ 5); Press (2003). This approximation is generally
accurate enough, but requires the evaluation of third derivatives of the likelihood which can
be rather tedious in problems with several parameters. Lindley’s approximation provides an
approximation for

E [u (θ) |x] =
∫
u (θ)L (θ) g (θ) dθ∫
L (θ) g (θ) dθ

. (14)

For the special case of three parameters θ = (θ1, θ2, θ3), Lindley’s approximation of (14) is
given by

E [u (θ) |x] ∼= u
(
θ̂
)
+ 1

2

∑3
i=1

∑3
j=1 σ̂ij

[
∂2u(θ)
∂θi∂θj

+ 2
(
∂u(θ)
∂θi

)(
∂ log g(θ)
∂θj

)]∣∣∣
θ=θ̂

+ 1
2

∑3
i=1

∑3
j=1

∑3
k=1

∑3
l=1 σ̂ijσ̂kl

(
∂3l(θ|x )
∂θi∂θj∂θl

)(
∂u(θ)
∂θk

)∣∣∣
θ=θ̂

,

(15)

where σ̂ij denotes the (i, j)th element of the inverse of the observed information matrix. All

functions on the right hand side of (15) are evaluated at θ̂1, θ̂2 and θ̂3, replacing the unknown
parameters by their MLE.

When u (θ) = θk, for k = 1, 2, 3, (15) reduces to

E (θk |x) ∼= θ̂k +



∑3
i=1

(
∂ log g(θ)
∂θi

)
σ̂ki

+ σ̂k1
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ1

)
σ̂ij

+ σ̂k2
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ2

)
σ̂ij

+ σ̂k3
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ3

)
σ̂ij



∣∣∣∣∣∣∣∣∣∣∣∣
θ=θ̂

, (16)

which gives the Bayes estimate of θk, the mean of the posterior distribution, E (θk |x), under
squared error loss function.

When u (θ) = θ2k, (15) provides the following approximation for E (θ2k |x)

E
(
θ2k |x

) ∼= θ̂2k + σ̂kk + θ̂k


2
∑3

i=1

(
∂ log g(θ)
∂θi

)
σ̂ki

+σ̂k1
∑3

i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ1

)
σ̂ij

+σ̂k2
∑3

i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ2

)
σ̂ij

+σ̂k3
∑3

i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ3

)
σ̂ij



∣∣∣∣∣∣∣∣∣∣∣∣
θ=θ̂

. (17)
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Under quadratic loss, the Bayes risk is the posterior variance, and the results of (16) and
(17) can be used to derive an estimate for the posterior variance of θk. This variance is given
by

V (θk |x) ∼= σ̂kk −



∑3
i=1

(
∂ log g(θ)
∂θi

)
σ̂ki

+ σ̂k1
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ1

)
σ̂ij

+ σ̂k2
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ2

)
σ̂ij

+ σ̂k3
2

∑3
i=1

∑3
j=1

(
∂3l(θ|x )
∂θi∂θj∂θ3

)
σ̂ij



2∣∣∣∣∣∣∣∣∣∣∣∣
θ=θ̂

. (18)

Equation (18) could simply be rewritten as V (θk |x) ∼= σ̂kk −
[
E (θk |x)− θ̂k

]2
. For the

evaluation of (16) and (18) the following third derivatives are obtained from (10):

∂3l (θ |x)
∂α3

=
1

α3

(
2n−

n∑
i=1

ψi (logψi)
3

)

+
λ− 1

α3

n∑
i=1

φiψi (logψi)
3 (1− 3ψi + ψ2

i − 3φiψi+3φiψ
2
i + 2φ2

iψ
2
i

)
,

∂3l (θ |x)
∂α2∂β

=
1

αβ

n∑
i=1

ψi (logψi) (2 + logψi)

−λ− 1

αβ

n∑
i=1

φiψ
2
i (logψi)

2

(
2

ψi logψi
− 2(1+φi)

logψi
+ 1

ψi
− 3

+ψi − 3φi + 3φiψi + 2φ2
iψi

)
,

∂3l (θ |x)
∂α∂β2

=
1

β2


n− (2α+ 1)

∑n
i=1 ψi [1− (λ− 1)φi]

−2α (λ− 1)
∑n

i=1 φiψ
2
i (1 + φi)

− (α+ 1)
∑n

i=1 ψi logψi [1− (λ− 1)φi]
− (3α + 1) (λ− 1)

∑n
i=1 φiψ

2
i logψi (1 + φi)

+α (λ− 1)
∑n

i=1 φiψ
3
i logψi (1 + 3φi + 2φ2

i )

 ,

∂3l (θ |x)
∂β3

=
−2nα

β3
+
α (α + 1) (α + 2)

β3

n∑
i=1

ψi

−α (λ− 1)

β3

n∑
i=1

φiψi

 (α+ 1) (α+ 2)− 3α (α + 1)ψi
−3α (α + 1)φiψi + α2ψ2

i

+3α2φiψ
2
i + 2α2φ2

iψ
2
i

 ,

∂3l (θ |x)
∂α2∂λ

=
1

α2

n∑
i=1

φiψi (logψi)
2 (1− ψi − φiψi) ,

∂3l (θ |x)
∂α∂β∂λ

=
−1

β

n∑
i=1

φiψi logψi

(
1

logψi
+ 1− ψi − φiψi

)
,
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∂3l (θ |x)
∂α∂λ2

=
∂3l (θ |x)
∂β∂λ2

= 0,

∂3l (θ |x)
∂β2∂λ

=
α

β2

n∑
i=1

φiψi (1 + α− αψi − αφiψi) ,

∂3l (θ |x)
∂λ3

=
2n

λ3

These third derivatives of the likelihood will allow for the calculation of the Bayes estimates
of α, β and λ and their Bayes risks.

Equation (15) can be used to derive the Bayes estimate of xp, where u (θ) = xp. No much
simplification to (15) will take place with this definition of u (θ). To obtain the respective
estimate for the Bayes risk, (15) is used where u (θ) is defined as x2p.

5. THE ELEMENTAL PERCENTILE ESTIMATORS

It is clear from Sections 2–4 that the classical estimation methods encounter some difficulties.
From Section 3 the moments are complicated functions of the parameters. The maximum
likelihood, the MOM, and Bayes estimators all require multidimensional numerical search.

In this section estimators of the parameters and the quantiles are derived using the
elemental percentile method (EPM) proposed by Castillo and Hadi (1995a). These estimates
are easy to derive and to compute and they are unique and well-defined for all parameter
and sample values. Simulation studies by Castillo and Hadi (1995a,b, 1997) indicate that no
method is uniformly the best for all θ ∈ Θ, but this method performs well compared to all
other methods.

The EPM obtains the estimates in two steps: First, some elemental estimates are obtained
by solving equations relating the cumulative distribution function to their percentile values
for some elemental subsets of the observations. These elemental estimates are then combined
to produce final more efficient and robust estimates of the parameters and quantiles.

More specifically, let X = {X1, X2, ..., Xn} be independent identically distributed vari-
ables having the common cumulative distribution function given in (1). Then we have
F (xi:n; θ) ∼= pi:n, or, equivalently, xi:n ∼= F−1 (pi:n; θ) for i = 1, 2, ..., n, where Xi:n is the
ith order statistic and pi:n are empirical estimates of F (xi; θ) or suitable plotting positions
defined by pi:n = i−a

n+b
(i = 1, 2, ..., n), for appropriate choices of a ≥ 0 and b ≥ 0. Some

plotting positions include

pi:n =
i

n+ 1
, pi:n =

i− 0.375

n+ 0.25
pi:n =

i− 0.5

n
and pi:n =

i− 0.44

n+ 0.12
.

For justification of these formulas see, for example, Castillo (1988). A simulation study
carried out by Castillo and Hadi (1997) has shown that the choice of a = 0 and b = 1, which
is the choice utilized in this article, gives better results for the proposed method.
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From F (x; θ) in (4) it follows that the pi:n-th quantile is

xi:n ∼= β
[
− log

(
1− p

1/λ
i:n

)]1/α
. (19)

Let xi:n, xj:n, and xk:n be a set of three distinct order statistics in a random sample of size n
from F (x; θ) in (1). This set is referred to as an elemental subset. Then for this elemental
subset of order statistics and by replacing the approximation in (19) by an equality, we get
the following three equations in three unknowns α, β and λ:

xi:n = β
[
− log

(
1− p

1/λ
i:n

)]1/α
, (20)

xj:n = β
[
− log

(
1− p

1/λ
j:n

)]1/α
, (21)

and

xk:n = β
[
− log

(
1− p

1/λ
k:n

)]1/α
. (22)

The solution of (20) to (22) is obtained by the elimination method as follows. From (20)
and (21), we have

log(xi:n/xj:n) = α−1 log
[
log
(
1− p

1/λ
i:n

)
/ log

(
1− p

1/λ
j:n

)]
. (23)

Similarly, from (20) and (22), we have

log(xi:n/xk:n) = α−1 log
[
log
(
1− p

1/λ
i:n

)
/ log

(
1− p

1/λ
k:n

)]
. (24)

Dividing (23) by (24), we obtain

log(xi:n/xj:n)

log(xi:n/xk:n)
=

log
[
log
(
1− p

1/λ
i:n

)
/ log

(
1− p

1/λ
j:n

)]
log
[
log
(
1− p

1/λ
i:n

)
/ log

(
1− p

1/λ
k:n

)] , (25)

which is an equation in only one unknown λ, hence it can be solved easily using several
methods. An initial estimate of λ, which depends on xi:n, xj:n, and xk:n, can be obtained
by solving (25). Once an estimate for λ is obtained, estimates for α and β are obtained in
closed-forms as follows:

α̂ =
log
[
log
(
1− p

1/λ
i:n

)
/ log

(
1− p

1/λ
j:n

)]
log(xi:n/xj:n)

, (26)

and

β̂ = xi:n

[
− log

(
1− p

1/λ
i:n

)]−1/α

. (27)
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Hence, the estimates are obtained one at a time solving only one unidimensional equation,
instead of solving a complicated multidimensional non-linear system of equations.

The elemental estimate of θ = {α, β, λ} obtained from these equations depends on an
elemental subset with three distinct order statistics xi:n, xj:n, and xk:n. The computation
of all nC3 elemental estimates may not be feasible. Instead a prespecified number, M ,
of elemental subsets may be selected, where M is a number to be specified by the data
analyst. For each of these subsets, an elemental estimate of θ can be computed. If θ̂j =

{α̂j, β̂j, λ̂j} is the elemental estimate of θ based on the elemental subset j for j = 1, 2, . . . ,M ,
these estimates can then be combined, using some suitable robust functions to obtain an
overall final estimate of θ. Examples of robust functions include the median (MED) and
the γ−trimmed mean (TMγ), where γ indicates the percentage of trimming. The MED
estimators are very robust but inefficient while the TMγ estimators are less robust but more
efficient than the MED estimators. The larger the trimming, the more robust and less
efficient are the TMγ estimators.

The estimator of the quantile xp can then be obtained by substituting the parameter
estimates for θ in (4), that is,

x̂p = F−1
(
p; θ̂
)
= β̂

[
− log

(
1− p1/λ̂

)]1/α̂
.

The variance of the resultant estimates can be easily obtained using sampling methods
such as the bootstrap method; Efron (1979). The bootstrap sampling can be carried out
in two ways: The samples can be drawn directly from the data or they can be drawn
parametrically from F (x; θ̂). The parametric bootstrap is preferable in obtaining the variance
of the estimates of a particular method; Castillo and Hadi (1997).

Although the EPM estimates are easy to derive and to compute and they are unique and
well defined for all parameter and sample values, they do not resolve a difficulty frequently
associated with life testing. This is the presence of censoring which creates special problems
in the analysis of the data. For this reason, we extend the EPM in the next section to deal
with censored data.

6. AN EXTENSION OF THE ELEMENTAL PERCENTILE METHOD

Censoring is common in lifetime data because of time limits and other restrictions on data
collection. Censoring occurs when exact lifetimes are known for only a portion of the indi-
viduals or items under study; the remainder of the lifetimes are known only to exceed certain
values. Some work has been done to handle Type II censoring for the EW model; see for
example Singh et al. (2005a,b). Under this sampling scheme only the r smallest observations
in a random sample of n items are observed (1 ≤ r ≤ n). Fitting the EW model under Type
I censoring has not been considered in the literature.
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In this section, we propose an extension of the EPM which handles Types I and II censored
data. As described in Section 5, the EPM estimates are obtained in two steps. Here we adjust
the first to reflect censoring by equating the survivor function S (x; θ) = 1− F (x; θ) at the
observed order statistics to their corresponding empirical survivor function, and the resulting
equations will then be used as a basis for obtaining initial estimates of the parameters. The
second step then follows by combining these estimates in the same manner described earlier
to obtain final estimates of the parameters.

The product limit (Kaplan Meier) estimate provides a modification of the empirical
survivor function to deal with censored data. For a detailed description of this estimate, see
for example Lawless (2003). The product limit estimate of S (x) is defined as

Ŝ (x) =
∏

j:xj:n<x
nj−dj
nj

, for j = 1, 2, ..., k,

where x1:n < x2:n < ... < xk:n are k distinct times at which failures occur (k = n in case
of complete sampling), dj is the number of deaths (failures) at xj:n and nj is the number of
individuals (units) at risk at xj:n, that is, the number of individuals (units) alive (unfailed)
and uncensored just prior to xj:n.

By equating the survivor function S (x; θ) = 1− F (x; θ) at the observed order statistics
to their corresponding empirical survivor function we have

S (xj:n; θ) ∼= Ŝ (xj:n) = ŝj:n,

or equivalently
xj:n ∼= S−1 (ŝj:n; θ) .

From F (x; θ) in (1) it follows that

xj:n ∼= β
[
− log

(
1− (1− ŝj:n)

1/λ
) ]1/α

. (28)

As a first check for the adequacy of the EW model for the censored data, we take the log
of both sides of (28) and obtain

log xj:n ∼= log β + α−1 log
[
− log

(
1− (1− ŝj:n)

1/λ
) ]

, (29)

which implies that, given λ, the trend in the graph of

log xj:n versus wλ = log
[
− log

(
1− (1− ŝj:n)

1/λ
) ]

(30)

would be approximately linear providing evidence that the sample comes from the EW family.
The optimal values of λ can be obtained, as in (9), by taking a series of λ values, fitting a
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straight line to the plot, and examining the residual sum of squares as the measure of fit, we
have a linear model.

Note that for the purpose of estimating λ using least squares, it is better to use (29)
instead of

log
[
− log

(
1− (1− ŝj:n)

1/λ
) ]

∼= α log xj:n + α log β, (31)

This is because it can be shown that, using (31), the sum of squared residual is a monoton-
ically decreasing function of λ and hence the least squares estimate of λ is infinity. On the
other hand, there are unique least squares estimates of all three parameters when we use
(29).

Now, to obtain the EPM, we replace (20) to (22) by

xi:n ∼= β
[
− log

(
1− (1− ŝi:n)

1/λ
) ]1/α

, (32)

xj:n ∼= β
[
− log

(
1− (1− ŝj:n)

1/λ
) ]1/α

, (33)

and

xk:n ∼= β
[
− log

(
1− (1− ŝk:n)

1/λ
) ]1/α

. (34)

When no censoring occurs and all lifetimes are distinct, (1− ŝi:n) reduces to the plotting
position pi:n = (i− a)/(n + b), i = 1, 2, ..., n, where a = b = 0 and the results reduce to the
EPM estimates described in Section 5.

7. GOODNESS OF FIT

It is important to check the adequacy of models upon which inferences are based. In this
section methods for testing goodness of fit of the EW model are discussed. Some graphical
methods as well as more formal analytical procedures are used in assessing the adequacy of
the model.

The total time on test (TTT) transform, introduced by Barlow et al. (1972), is a con-
venient tool for examining the nature of the hazard rate and accordingly checking for the
adequacy of a model to represent the failure behavior of the data. Barlow and Campo (1975)
illustrate the theoretical basis of the TTT plots and how do they converge to a transform of
the underlying probability distribution as the sample size increases. Aarset (1987) presents
a test statistic based on the TTT plot for testing exponentiality (constant hazard rate)
versus bathtub shaped hazard rate. The TTT transform of a probability distribution with
absolutely continuous distribution function F (·) is given in Aarset (1987) as

H−1
F (x) =

∫ F−1(x)

0

[1− F (u)] du.
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The scaled TTT transform is given by

ϕF (x) =
H−1
F (x)

H−1
F (1)

.

The empirical TTT transform is given by

H−1
n

(
i

n

)
=

∫ F−1
n (i/n)

0

[1− Fn (u)] du,

while the scaled empirical TTT transform takes the form

ϕn (i/n) =
H−1
n (i/n)

H−1
n (1)

= µ̂−1

i∑
j=1

(n− j + 1) (xj:n − xj−1:n), (35)

for i = 1, 2, ..., n , where x0:n = 0 and µ̂ =
∑n

j=1 (n− j + 1) (xj:n − xj−1:n) is the total time
on test or the total observed lifetime.

A TTT data plot is a graph based on the data which tends to look like the TTT trans-
form corresponding to the underlying distribution, F (·). This scaled TTT plot should be
compared with suitably scaled (to 1) TTT transforms for model identification. Hence given
a sample from a population, the empirical scaled TTT transform can be used to explore the
hazard shape of the population.

Barlow et al. (1972) prove that if F (·) is strictly increasing, ϕn (i/n) → ϕF (x) uniformly
on (0, 1) with probability one as (i/n) → t and n → ∞. If the scaled TTT transform
ϕF (x) is a 45-degree straight line inside the unit square, then the hazard function h (x) is
constant, demonstrating the appropriateness of the exponential model. If ϕF (x) is convex,
then the hazard function h (x) is decreasing, whereas if it is concave then h (x) is increasing.
This suggests the adequacy of the Weibull model with the appropriate shape parameter (less
than or greater than 1). If ϕF (x) is concave-convex, then h (x) is unimodal, and it is convex-
concave if h (x) is bathtub shaped, illustrating the adequacy of the EW model; Mudholkar
and Hutson (1996).

Jiang and Murthy (1999) provide a parametric characterization for the EW family. For
a small x, they show that

h (x) ≈ αλ

β

(
x

β

)αλ−1

and, for a large x, h (x) can be approximated by h (x) ≈ (α/β) (x/β)α−1. Thus for small
x, h (x) can be approximated by the failure rate of a two-parameter Weibull distribution
with shape parameter αλ and scale parameter β. For large x, h (x) can be approximated by
the failure rate of a two-parameter Weibull distribution with shape parameter α and scale
parameter β.
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We use this characterization to provide yet another method, based on the cumulative
hazard function, H (x) = − logS (x), for informally checking the appropriateness of the EW
model. For small x, H (x) ≈ (x/β)αλ and for large x, H (x) ≈ (x/β)α. We then have

logH (x) ≈ αλ log x− αλ log β and logH (x) ≈ αλ log x− αλ log β, (36)

for small and large x, respectively.

Since the cumulative hazard function is H (x) = − logS (x), then a natural estimate of
it is Ĥ (x) = − log Ŝ (x), where Ŝ (x) is the product-limit estimate of the survivor function
described in Section 6.

An alternate estimate of H (x) is the empirical cumulative hazard function given by

H̃ (x) =
∑

j:xj:n<x

dj
nj
.

Since

Ĥ (x) = −
∑

j:xj:n<x

log

(
1− dj

nj

)
=

∑
j:xj:n<x

(
dj
nj

+
d2j
2n2

j

+ ...

)
,

then H̃ (x) is a first-order approximation for Ĥ (x) and for continuous models Ĥ (x) and H̃ (x)
are asymptotically equivalent, and do not differ greatly, except for large values of x; Lawless
(2003). Plots of Ĥ (x) and H̃ (x) can be used for informal checks on the appropriateness of
EW model. A plot of log Ĥ (x) or log H̃ (x) versus log x should be roughly linear if the EW
model is appropriate.

Checking for the adequacy of the EW family could also be done using formal tests.
Mudholkar and Srivastava (1993) show that the EW family can be used to test not only
exponentiality but also goodness of fit of the Weibull model. The problem of testing goodness
of fit of a Weibull model against the unrestricted class of alternatives is complex. However, by
restricting the alternatives to the EW family, we can use the usual likelihood ratio statistic
when both the null and alternative hypotheses are composite to test the adequacy of an
exponential or a Weibull sub-model. The likelihood ratio statistics are

Λ1 =
L (α = 1, βe, λ = 1)

L (α, β, λ)
and Λ2 =

L (αw, βw, λ = 1)

L (α, β, λ)
, (37)

for the null hypotheses corresponding to the exponential and Weibull sub-models respec-
tively. L (α = 1, βe, λ = 1), L (αw, βw, λ = 1) and L (α, β, λ) are the maximum of the
likelihood functions replacing α, β and λ by their MLE under the exponential, Weibull and
EW distributions respectively. Under the exponential model, the maximum likelihood es-
timator for β is the sample mean, X̄. The MLE of α and β under the Weibull model can
be determined by solving the following equations given in Lawless (2003) using an iterative
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Table 1: Appliance Failure Data.

14 34 59 61 69 80 123 142 165 210
381 464 479 556 574 839 917 969 991 1064
1088 1091 1174 1270 1275 1355 1397 1477 1578 1649
1702 1893 1932 2001 2161 2292 2326 2337 2628 2785
2811 2886 2993 3122 3248 3715 3790 3857 3912 4100
4106 4116 4315 4510 4584 5267 5299 5583 6065 9701

procedure such as Newton’s method:

β̂w =

(
1

n

n∑
i=1

xα̂wi

)1/α̂w

(38)

and ∑n
i=1 x

α̂w
i log xi∑n

i=1 x
α̂w
i

− 1

α̂w
− 1

n

n∑
i=1

log xi = 0. (39)

Small values of the ratios Λ1 and Λ2 would lead to rejection of the null hypothesis. Under
the null hypothesis −2 log Λ1 follows a chi-square distribution with one degree of freedom
and −2 log Λ2 follows a chi-square distribution with two degrees of freedom.

8. EXAMPLES

Two real-life data sets with and without censoring are used to illustrate the methods proposed
in this article. Example 1 deals with a complete data set and MLE, MOM, Bayes, and EPM
estimates are developed. Example 2 deals with a general Type I censored data set in which
each item has its own censoring time. The extension of the EPM proposed in Section 6 is
utilized to derive estimates for the parameters.

8.1 Example 1

The data in Lawless (2003) showing the numbers of cycles to failure for a group of 60
electrical appliances in a life test are given in Table 1. As has been shown by Lawless
(2003), this data set is actually challenging because the common distributions such as the
Weibull, log-normal, and gamma distributions are not appropriate for modeling this data
set. Lawless (2003) thus considers a mixture of two Weibull distributions for modeling these
data. However, the likelihood function of the model involves five parameters and it is difficult
to maximize. Lawless (2003) also discusses the difficulty of handling mixture models with
several parameters with regard to formal estimation methods.

A plot of the empirical scaled TTT transform ϕn (i/n) as well as the 45-degree straight
line inside the unit square are shown in Figure 1(a). It is clear from the graph that the
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TTT-transform is first convex and then concave identifying a bathtub failure rate. Figure
1(a) shows that the EW model is found adequate for this data set and thus, as suggested by
(9), we consider plotting log xp versus wλ = log

[
− log

(
1− p1/λ

)]
, for different values of λ.

For λ = 0.2515, the scatter plot shown in Figure 1(b) exhibits a strong linear relationship
(R2 = 98.4%) with slope 0.3875 and 8.5018. Therefore, the EW assumption seems reason-
able. The associated estimates for α and β are 2.5809 and 4923.9681, respectively. These
estimates together with λ = 0.2515 are set as starting values for the Newton Raphson algo-
rithm used in solving the maximum likelihood equations (6)–(8) for α, β and λ and deriving
the standard errors of the estimates.
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Figure 1: Appliance Failure Data: (a) Empirical scaled TTT transform, and (b) Plot of
log xp versus wλ = log[− log(1− p1/λ)], for λ = 0.2515.

The scatter plots of y = log Ĥ (x) and log H̃ (x) versus log x, in Figure 2, show a strong
linear relationship (R2 = 98.54% and 98.33%, respectively) supporting the appropriateness
of the EW model.
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Figure 2: Appliance Failure Data: (a) Plot of log Ĥ (x) versus log x, and (b) Plot log H̃ (x)
versus log x.

An EW fit for the data in Table 1 is obtained by solving the maximum likelihood equations
(6)–(8) for α, β and λ using the Newton Raphson algorithm with the starting values for α, β
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Table 2: Appliance Failure Data: Estimates of the parameters and their standard errors.

Method α̂ s.e.(α̂) β̂ s.e.(β̂) λ̂ s.e.(λ̂)
MLE 1.9599 0.6420 4159.80 979.59 0.3716 0.1658
MOM 1.6690 0.6472 3600.54 794.03 0.4955 0.1431
Bayes 1.8999 0.6392 4039.87 972.22 0.4436 0.1492
EPM (MED) 2.4256 0.2719 4538.23 515.69 0.2879 0.0430
EPM (TM) 2.4354 0.2853 4559.30 594.63 0.2918 0.0413

and λ suggested above (from Figure 1(b)). The standard errors of the estimates based on
the sample information are obtained from (10). The MLE of the parameters as well as their
standard errors are given in Table 2.

Table 3: Appliance Failure Data: Estimates of the parameters and their standard errors
when the outlier, x60:60, is omitted.

Method α̂ s.e.(α̂) β̂ s.e.(β̂) λ̂ s.e.(λ̂)
MLE 4.0427 2.875 4626.39 913.114 0.1720 0.141
MOM 3.5876 0.920 4560.53 513.896 0.2060 0.081
Bayes 4.8765 2.7515 4452.06 896.32 0.2403 0.1234
EPM (MED) 3.6311 0.3828 5021.42 558.59 0.1792 0.0173
EPM (TM) 3.6293 0.3438 5062.65 570.81 0.1830 0.0203

The Monte Carlo approach together with the algorithm described in Section 3 is used to
derive the MOM estimates for α, β and λ. Although the algorithm converges fast close to
the solution of fr (θ) = 0, for r = 1, 2, 3, there are problems with the approach since even
with very small ε of 0.00001 and with 1000 generated Uniform (0, 1) values, the evaluated
values of the integrals necessary for evaluating the elements of f

(
θ(k)
)
and J

(
θ(k)
)
vary for

different sets of Uniform (0, 1) values leading to different values of the estimates of α, β and
λ. The resulting MOM estimates for 200 different applications of the algorithm described
in Section 3, each application involves 1000 Uniform (0, 1) values are calculated. Table 2
gives the median of these estimates for α, β and λ. Simulated samples are obtained from
the parametric cumulative distribution function F (x; θ̂) and the bootstrap method is used
to compute the standard errors of the estimates, which are shown in Table 2. Two hundred
samples of size 60 are drawn from the EW distribution with α = 1.669, β = 3600.539 and
λ = 0.4955. We then compute the MOM estimates for α, β and λ for each sample. The
bootstrap estimate of the variance is the variance of the estimates of these 200 samples. The
results are given in Table 2.

Applying the Bayesian approach described in Section 4, the Bayes estimates for α, β and
λ in (16) and their standard errors from (18), under the diffuse prior, are given in Table 2.

The results of Section 5 are used to derive the EPM estimates of α, β and λ. The
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EW distribution has three parameters which means for the appliance failure data there are
60C3 = 34, 220 elemental subsets each containing three observations. One thousand elemental
subsets were randomly selected and Newton’s method was used to solve equation (25) for λ
for each of these subsets. The corresponding estimates for α and β are derived from (26)
and (27), respectively. Table 2 shows the final estimates of α, β and λ are

θ̂i (MED) = Median(θ̂i,1, θ̂i,2, ..., θ̂i,1000) and θ̂i (TM) = TM(θ̂i,1, θ̂i,2, ..., θ̂i,1000),

for i = 1, 2, 3. These estimates and their bootstrap standard errors (s.e.) based on 200
samples of size 60 drawn from the EW distribution with the corresponding values of α̂, β̂,
and λ̂ are given in Table 2. We compute the EPM estimates for α, β and λ for each sample.
The bootstrap estimate of the variance is the variance of the estimates of the these 200
samples.

All parameter estimates in Table 2 show that α̂ > 1 and α̂λ̂ < 1, which again indicate a
bathtub failure rate. The estimates are consistent with the TTT-transform in Figure 1. It
can be seen from Table 2 that the EPM methods (MED and TM) have the smallest standard
errors.

To assess the goodness of fit of the five methods of estimation in Table 2 as well as
the initial least squares estimates obtained from (29), we measure the amount by which
the actual observations x vary around the estimated quantiles x̂p = F−1(pi:n; θ̂). For the
purpose of comparison, we use the mean absolute prediction error:

MAPE(θ̂) = n−1

n∑
i=1

∣∣∣xi:n − F−1
(
pi:n; θ̂

)∣∣∣ . (40)

The MAPE for all six methods are shown in the second column of Table 4, using all n = 60
observations. Both EPM estimates (MED and TM) provide the smallest MAPE, while the
Bayes method provides the largest MAPE. It is interesting to see that even the initial least
squares (LS) estimates that are used as starting values for the MLE method perform even
better than MLE, MOM, and Bayes.

Table 4: Appliance Failure Data: MAPE for six estimation methods.

Method n = 60 n = 59
LS 148 82
MLE 155 147
MOM 163 159
Bayes 199 243
EPM (MED) 138 125
EPM (TM) 135 138

All methods indicate that the largest observation, x60, is a clear outlier. This can be
seen in all six plots of x̂i:n versus xi:n (two such graphs are shown in Figure 3(a,b), as an
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example). We computed the MAPE when this observation is omitted. The resulting values
of MAPE are shown in the last column of Table 4. Again, both EPM estimates perform
better than the MLE, MOM, and Bayes estimates. It is intriguing to see that the Bayes
estimates produce a much larger MAPE after omitting the outlier. It is also interesting to
note that the LS initial estimates perform rather very well after omitting the outlier. The two
graphs in Figure 3(a,b) are reproduced in Figure 3(c,d) after the outlier has been removed.

The values of the likelihood ratio statistics for testing the exponentiality and Weibull
goodness of fit hypotheses are determined as described in Section 7. For testing exponential-
ity versus EW model, under the null hypothesis (where λ = α = 1) for the complete data,
the maximum likelihood estimate for β is β̂e = 2193.03. The corresponding likelihood ratio
statistic is −2Λ1 = 3.915, which is to be compared with the Chi-squared value with 1 degree
of freedom.
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Figure 3: Appliance Failure Data: Plot of x̂i:n versus xi:n, for (a) MLE, (b) MED, (c) MLE
with the outlier deleted, and (d) MED with the outlier deleted.

To test the Weibull versus EW model (where λ = 1), we find the MLE for α and
β under the Weibull model by fitting a simple linear regression model relating log xp to
log [− log (1− p)] to provide starting values for the iterative procedure. The slope and inter-
cept of the fitted line are 1.2054 and 7.7330, respectively, with R2 = 96.79%. The associated
estimates of α and β are 0.8296 and 2282.38, respectively. Using Newton Raphson’s method
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the MLE are α̂w = 1.001 and β̂w = 2193.734. The corresponding likelihood ratio statistic
is −2Λ2 = 3.915, which is to be compared with the Chi-squared value with 2 degrees of
freedom. Accordingly, the exponential model is untenable at the 5% significance level while
the Weibull model is untenable at the 20%.

The corresponding estimate of βe under the exponential model but after deleting the
outlier is β̂e = 2065.78. The corresponding likelihood ratio statistic is −2Λ1 = 9.77, which
is to be compared with the Chi-squared value with 1 degree of freedom.

Under the Weibull model the linear regression relating log xp to log [− log (1− p)] with the
outlier omitted gives slope = 1.1914, intercept = 7.6890, and R2 = 96.29%. The associated
estimates of α and β are 0.8394 and 2184.26, respectively. Using Newton Raphson’s method
the MLE are α̂w = 1.040 and β̂w = 2093.974. The corresponding likelihood ratio statistic is
−2Λ2 = 9.65, which is to be compared with the Chi-squared value with 2 degrees of freedom.
Hence, both the exponential and Weibull models are untenable at the 1% significance level.

8.2 Example 2

The data in Table 5 are remission times, in weeks, for leukemia patients given two types of
treatments, quoted in Lawless (2003). In this study 20 patients were given treatment A and
20 treatment B. Starred observations are censoring times.

Table 5: Leukemia Data: Remission times, in weeks, for leukemia patients given two types
of treatments.

Treatment A Treatment B
1 3 3 6 1 1 2 2
7 7 10 12 3 4 5 8
14 15 18 19 8 9 11 12
22 26 28* 29 14 16 18 21
34 40 48* 49* 27* 31 38* 44

The product limit estimates of the survivor functions of the two treatments are given in
Table 6. To check the adequacy of the EW model, we construct the graph in (30) for the data
in each of the two treatments for different values of λ. For Treatment A and with λ = 0.51,
the scatter plot shown in Figure 4(a) exhibits a strong linear relationship (R2 = 99.32%)
with slope 0.592 and intercept 3.451. Therefore, the EW assumption seems reasonable. The
associated estimates of α and β are α̂ = 1.6904 and β̂ = 31.53. Similarly, for Treatment
B and λ = 0.85, the scatter plot shown in Figure 4(b) exhibits a strong linear relationship
(R2 = 99.57%) with slope 1.0433 and intercept 2.7223. Therefore, the EW assumption seems
reasonable. The associated estimates of α and β are α̂ = 0.9585 and β̂ = 15.216.

Since all patients were not started on test on the same date, the extension of the EPM
described in Section 6 is the only viable method here. We use it to fit the EW model for the
data sets of Treatments A and B.
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Figure 4: Leukemia Data: The plot in log xi:n versus wλ in (30) for (a) Treatment A and (b)
Treatment B.

One thousand elemental subsets were randomly selected and the corresponding initial
estimates for α, β and λ are derived. The 1,000 initial estimates of α, β and λ are computed
and the MED and TM of α, β and λ for Treatment A are:

MED α̂ = 1.7063 β̂ = 31.89 λ̂ = 0.5074

TM α̂ = 1.7055 β̂ = 31.56 λ̂ = 0.5141

The corresponding MED and TM of α, β and λ for Treatment B are:

MED α̂ = 1.0238 β̂ = 16.46 λ̂ = 0.7697

TM α̂ = 1.0446 β̂ = 16.30 λ̂ = 0.7924

Using the MED estimates of the parameters, the EPM estimates of the 25th, 50th and 75th
percentiles for Treatment A are x̂0.25 = 6.5577, x̂0.5 = 15.5778, and x̂0.75 = 28.7432 weeks,
respectively. The corresponding estimates for Treatment B are x̂0.25 = 3.0915, x̂0.5 = 8.715,
and x̂0.75 = 19.1118 weeks, respectively.

9. SUMMARY

In this paper, we present methods for estimating the three parameters and quantiles of
the EW distribution for complete data and under two types of censoring. The presence of
censoring creates special problems for the classical estimation methods.

First, for complete and Type II censoring, classical estimators, such as the maximum
likelihood estimates and Bayes estimates have been previously developed but no theoretical

447



Table 6: Leukemia Data: Product-limit estimate of the survivor function ŝxj .

Treatment A Treatment B
xj dj nj ŝxj xj dj nj ŝxj
1 1 20 0.95 1 2 20 0.90
3 2 19 0.85 2 2 18 0.80
6 1 17 0.80 3 1 16 0.75
7 2 16 0.70 4 1 15 0.70
10 1 14 0.65 5 1 14 0.65
12 1 13 0.60 8 2 13 0.55
14 1 12 0.55 9 1 11 0.50
15 1 11 0.50 11 1 10 0.45
18 1 10 0.45 12 1 9 0.40
19 1 9 0.40 14 1 8 0.35
22 1 8 0.35 16 1 7 0.30
26 1 7 0.30 18 1 6 0.25
29 1 5 0.24 21 1 5 0.20
34 1 4 0.18 31 1 3 0.13
40 1 3 0.12 44 1 1 0.00

asymptotic variances have been derived. These asymptotic variances are derived in Section 2.
Second, we develop the MOM estimators for the case of complete data in Section 3. Fourth,
for Bayes estimators, we use Lindley’s approximation, which leads to Bayes estimators and
their posterior risk in closed-forms. Fifth, we also develop the EPM estimates for the case of
complete data in Section 5, which are easy to derive and to compute. Sixth, we generalize the
EPM approach to be applicable to all forms of censoring. This is especially useful because
fitting the EW model under Type I censoring has not been considered in the literature.
Seventh, graphical displays for informal checks on the appropriateness of the model as well
as formal goodness of fit tests for the three- parameter EW are proposed and illustrated
by examples. Finally, the proposed methods have been successfully applied to estimate the
parameters and quantiles of the EW model using two real-life complete and censored data.
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ABSTRACT 

 

In this paper we extend a repairable system model that incorporates both time trend and renewal-

type behavior to include a time dependent covariate. We calculated the bias, standard error and 

rmse of the parameter estimates of this model at different sample sizes using simulated data. 

Following that, we studied several alternative computer intensive methods of constructing 

confidence interval estimates for the parameters of the general model. Alternative methods 

relieve us from making assumptions and having to depend solely on the traditional methods 

derived from asymptotic statistical theory. In addition, the high capability of modern day 

computers makes these methods easily applicable and practical. Several parametric bootstrap 

methods and jackknife confidence interval procedures were compared to the Wald interval via 

coverage probability study. The results clearly show that the B-t and jackknife techniques work 

much better than other methods when sample sizes are moderate and low. The Wald intervals 

was found to be highly asymmetrical and only starts to work when sample sizes are rather large. 

 

Keywords: Bootstrap; jackknife; repairable 

 

 

mailto:jayanthi@math.upm.edu.my
mailto:kamakish@yahoo.com


452 

 

Proceedings of the Tenth Islamic Countries Conference on Statistical Sciences (ICCS-X), Volume I, 

The Islamic Countries Society of Statistical Sciences, Lahore: Pakistan, (2010): 452–460. 

 

A COMPARISON OF THE PERFORMANCES OF VARIOUS SINGLE VARIABLE 

CHARTS 

 

Abdu M. A. Atta
1
, Michael B. C. Khoo

2
 and S. K. Lim 

School of Mathematical Sciences, Universiti Sains Malaysia, Penang, Malaysia 

E-mail: 
1
abduatta@yahoo.com and 

2
mkbc@usm.my 

 

 

ABSTRACT 

 

Control charts are used for process monitoring and improvement in industries. Two charts are 

usually used in the monitoring of both the mean and variance separately. In the past 20 years, 

numerous control charting approaches that enable a joint monitoring of both the mean and 

variance on a single chart have been suggested. A joint monitoring of both the mean and 

variance is more meaningful in a real situation as both the mean and variance may shift 

simultaneously. Although numerous single variable control charts are available in the literature, 

not much research is made to compare these charts, in terms of their detection power. This paper 

compares the performances of several single variable charts, such as the semicircle, MaxEWMA 

and single MA charts, in terms of their average run length (ARL) results, via a Monte Carlo 

simulation. The omnibus EWMA and CUSUM charts suggested by Domangue and Patch (1991) 

and discussed again by Woodall and Mahmoud (2005) are not considered here because unlike 

the semicircle, MaxEWMA and single MA charts, these charts do not indicate the source of an 

out-of-control signal as to whether it is caused by a shift in the mean, variance or both, when one 

occurs. The Statistical Analysis System (SAS) software is employed in the simulation study. 

This comparison serves as a guide to practitioners by helping them to select a suitable single 

variable chart for process monitoring. 
 

1. INTRODUCTION 

 

Control charts are used for the purpose of detecting assignable causes that affect process 

stability. Two control charts, one for monitoring the process mean, such as the X  chart and the 

other for monitoring the process variance, such as R chart or S chart, are usually run 

simultaneously. Most charts for variable data found in the literature monitor the process mean 

and variance separately. As shown by Reynolds and Stoumbos (2004) and mentioned again by 

Costa and Rahim (2006), running two charts, one for the mean and the other for the variance, 

may not always be reliable in identifying the nature of the change. Recently, control charts that 

can simultaneously monitor both the process mean and the procecss variance have been 

proposed. These charts are called single variable control charts, and are classified as the 

Shewhart-type charts, CUSUM-type charts and EWMA-type charts. 

For the Shewhart-type single variable chart, White and Schroeder (1987) first introduced the 

use of one control chart to monitor both process mean and variance on the same chart. This chart 

was designed using resistant measure and a modified box plot display. Chao and Cheng (1996) 

proposed a single control chart, called the semicircle  (SC) control chart. This chart uses a 

semicircle to plot a single plotting statistic to indicate the position of the mean and standard 
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deviation, by plotting the standard deviation on the y-axis and the mean on the x-axis. When a 

point plots ouside of the semicircle indicating an out-of-control signal, the chart shows whether 

the mean, the variance or both parameters have shifted. The disadvantage of this chart is that it 

loses track of the time sequence of the plotted points. Chen and Cheng (1998) proposed a single 

Shewhart-type control chart, called the Max chart. This Max chart plots the maximum absolute 

value of the standardized mean and standard deviation. This chart performs like the combined 

Shewhart charts for the mean and standard deviation, i.e., the combined SX  charts. Spiring and 

Cheng (1998) developed a single variable chart that monitors both the process mean and standard 

deviation. This chart also plots two variables at the same time and has the advantage of 

performing equally well for both large and small subgroup sizes. Gan et al. (2004) proposed a 

single control chart based on the interval approach that combines both X  and S charts into one 

scheme. Wu and Tian (2006) suggested a single weighted loss function chart (WL chart) for  a 

simultaneous monitoring of the process mean and variance. İt was shown that the WL chart is 

significantly more effective than the unadjusted loss function chart and joint SX  charts, as well 

as the other charts. 

For the CUSUM-type single chart, the CUSUM M-chart and CUSUM V-chart for detecting 

small shifts in the process mean and process variance, respectively, were proposed by Yeh et al. 

(2004). Because these charts have the same distribution when the process is in-control, they can 

be effectively combined into a single chart, thus, enabling a simultaneous monitoring of the 

mean and variance to be made on the same chart. A weighted loss function CUSUM (WLC) 

scheme with variable sampling interval (VSI) that enables a simultaneous monitoring of both the 

mean shift and an increasing variance shift by using a CUSUM chart was suggested by Zhang 

and Wu (2006). 

For the EWMA-type single chart, numerous single EWMA charts for a simultaneous 

monitoring of the process mean and variance have been proposed. Domangue and Patch (1991) 

suggested some omnibus EWMA schemes based on the exponentiation of the absolute value of 

the standardized sample mean of the observations for a joint monitoring of the mean and 

variance. Gan (2000) proposed a simultaneous EWMA chart that was developed by combining a 

chart for the mean and a chart for the variance into one chart by plotting the EWMA of log( 2S ) 

against the EWMA of X . The control limit of this chart is formed by either using a rectangle or 

an ellipse. Morais and Pacheco (2000) considered a joint monitoring of the process mean and 

variance using a combined EWMA (CEWMA) scheme, where the average run length, 

percentage points of the run length and probability of a misleading signal were investigated. By 

using a two dimensional Markov chain approximation, these three performance measures are 

obtained. The MaxEWMA chart which combines the EWMA charts for the process mean and 

process variance into a single chart was developed by Chen et al. (2001). This chart extends and 

improves upon the earlier work of Chen and Cheng (1998) on the Max chart. Chen et al. (2004) 

proposed the EWMA-SC chart by applying the EWMA technique to the statistics employed in 

the semicircle chart. This proposed chart provides a better detection ability with regards to small 

shifts in the mean and/or variance in comparison to the SC chart. Costa and Rahim (2004) 

suggested the use of a single non-central chi-square chart to monitor both the process mean and 

variance simultaneously. Costa and Rahim (2004) also found that the EWMA chart based on the 

non-central chi-square statistic has a similar performance to the MaxEWMA chart proposed by 

Chen et al. (2001). A single EWMA chart which is an extension of the EWMA-SC chart studied 

by Chen et al. (2004) was suggested by Costa and Rahim (2006).  
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This paper compares the performances of three single control charts, namely the semicircle 

(SC), MaxEWMA and single moving average (MA) charts, in terms of thier  average run lengths 

(ARLs), via a Monte Carlo simulation. A simulation study  conducted using the Statistical 

Analysis System (SAS) software shows that the MaxEWMA chart gives the best performance, 

while the SC chart has the poorest performance. This comparison assist practitioners in selecting 

a suitable single variable chart for process monitoring. 

This paper is organized as follows: Section 2 reviews the semicircle (SC) chart. A review of 

the MaxEWMA chart is made in Section 3, while Section 4 reviews the single moving average 

(MA) chart. In Section 5, a performance comparison is made to compare the performances of the 

SC, MaxEWMA and single MA charts, in terms of their average run length (ARL) profiles. 

Finally, conclusions are drawn in Section 6. 

 

2.  SEMICIRCLE (SC) CHART 

 

Chao and Cheng (1996) proposed a semicircle control chart, where a semicircle is used to plot a 

single plotting statistic to represent the position of the mean and standard deviation, where the 

standard deviation is plotted on the y-axis and the mean on the x- axis. When a point plots 

outside of the simicircle indicating an out-of-control signal, the chart can easily tell whether the 

mean, the variance or both the parameters have changed. With its straight forward calculations, 

this chart can be considerd as a new alternative to the combination of the X  and R charts.  

 

The plotting statistic proposed by Chao and Cheng (1996) is  
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İn order to construct the semicircle chart, the following formula can be used in determining 

the radius r, where α  is the size of the Type-I error (Chao and Cheng, 1996): 

 

                                
 

, α1                 

σσ

2

22

2











 r

n
T

n
PrTP

 

Since ,χ~
σ

2

2 nT
n

 we have 
 

2 2

, 1 α2
~ χ ,

σ
n

rn


 i.e., 

                                         

1 2
2

, 1 α
χ

σ.
n

r
n


 

  
 
 

                                                         (2) 



455 

 

Here, 
 

2

, 1 α
χ

n 
 is a 100(1α)% percentile of the 2χ n

 distribution. Note that if parameters are 

unknown, X  is used to estimate μ  and 
*

S  to estimate . Then we have (Chao and Cheng, 1996) 
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3. MaxEWMA CHART 

 

An exponentially weighted moving average (EWMA) chart is a control chart for variable data. İt 

plots weighted moving averages. A weighting factor is chosen by the user to determine how 

older data points affect the mean value compared to more recent ones. Because the EWMA chart 

uses information from all samples, it detects smaller process shifts quicker than the Shewhart 

control chart. The MaxEWMA chart is constructed as follows (Chen et al., 2001): 

Assume that a sequence of individual measurements, i jX , in sample i, follow a N(μ,σ) 

distribution, for i = 1, 2, ... and j = 1, 2, ...,
in . Let 

0μ  be the nominal process mean and 
0σ  be a 

known value of the process standard deviation. Assume that the process parameters  and  can 

be expressed as 
00 σμμ a  and 

0σσ b , where a and b (>0) are constants. The process is in-

control when a = 0 and b = 1; otherwise the process has changed. 
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(Chen et al., 2001) 
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where    zZPz  , for Z ~ N(0, 1), )  (1   is the inverse function of )  (   and    ω; ω ,H v P W   

where W follows a chi-square distribution with v degrees of freedom. 

It is known that  and 
i i

U V  are independent when a = 0 and b = 1 because iX  and 2

iS  are 

independent. İt can be shown that  1 ,0~ NU i
 and  1 ,0~ NVi

 (Chen et al., 2001). The 

distributions of  and 
i i

U V  are both independent of the sample size 
in , when a = 0 and b = 1, 

therefore the variable sample size problem can be handled easily by the MaxEWMA chart. Since 

both  and 
i i

U V  have the same distribution, a single variable chart to monitor both the process mean 

and process variability can be constructed (Chen et al., 2001). First, define  

 

  1λ 1 λ ,     0  λ 1,     i i iY U Y      for i =1, 2, …  (6a) 

and  

                   1λ 1 λ ,    0 < λ 1,     i i iZ V Z     for i =1, 2, …,                      (6b) 
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with 
0Y  and 

0Z  as the starting values, respectively. Then, the above two EWMA statistics are 

combined into a single chart by defining a new statistic 
iM  given by 

 

                                               ,max
i i i

M Y Z .                                            (7) 

The statistic 
iM  will be large when the process mean has shifted away from μ and/or when the 

process variability has increased or decreased. On the other hand, the statistic 
iM  will be small 

when the process mean and process variabiity stay close to their respective targets. 

Since 
iM  is non-negative, only a UCL is needed. The UCL is given by  

 

                                                 ,UCL ii MVarKME                                                               (8) 

 

where  
iME  is the mean of 

iM  and  
iMVar  is the variance of 

iM , when a = 0 and b = 1. Here, 

K is a multiplier, which together with , controls the performance of the new chart. Because this 

chart is based on 
iM , the maximum of 

iY  and
iZ , it is called the MaxEWMA  chart. 

 

4. SINGLE MOVING AVERAGE (MA) CHART 
 

Khoo and Yap (2005) suggested the use of a joint moving average control chart for a 

simultaneous monitoring of the process mean and variance. Besides being efficient in detecting 

increases and decreases in the process mean and/or variability, the joint MA chart is also able to 

indicate the source and direction of a shift. 

Let i jX  for i =1, 2, ..., and j = 1, 2, ...,
in , be observations from subgroups of size 

in , with i 

representing the subgroup number. It is assumed that  22σσ,μ~ baNX ij  , where a = 0 and b = 1 

indicate that the process is in-control; otherwise, the process has shifted. Let  
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where      1   and      H  denote the inverse standard normal distribution function and the chi-

square distribution function with 1in  degrees of freedom, respectively. Because the sample 

mean, iX  and sample variance, 2

iS , are independent, 
iU  and 

iV  are also independent. The sample 

grand average, X  and 
2dR  or 4cS  are substituted for σ andμ , respectively, if the target values 

of these parameters are unknown, where 
2d  and 

4c  are the control chart constants.  
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The plotting statistic,
iK , of the chart can then be defined as (Khoo and Yap, 2005) 
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Note that w is the span of the moving average statistic. The statistic 
iK  will be large when the 

process mean has shifted away from its target value and/or when the process variance has 

increased or decreased. Only the upper control limit, UCL is applied on the joint MA chart as
iK  

is non-negative. The density function of
iK , for the in-control case is (Khoo and Yap, 2005)  

 

                                     4 2Φ 1 ,    for 0f k w k w k w k    .            (12) 

 

Here, (  )  and  (  )     are the density and distribution functions of a standard normal random 

variable, respectively. Suppose that the desired Type-I error set by management based on some 

predetemined factors is α, then UCL is obtained by solving the following definite integral:  
 

 UCL
f k dk


   (13) 

 

For a MA control chart, the control limits for periods i < w are wider than their steady-state 

value. Besides having the desirable properties of the moving average chart, the variable sample 

size problem can also be handled automatically with the application of the joint MA chart. 

Therefore, the joint MA chart can be considered as an attractive alternative to the combined 

RX   or SX   charts (Khoo and Yap, 2005).   

 

5. PERFORMANCE COMPARISON 
 

A simulation study is conducted using SAS version 9 to study the performances of the SC, 

MaxEWMA and single MA charts. The sample size of  n = 5 is considered. The shifts in the 

mean and variance considered are 
001 σμμ a  and 

01 σσ b , respectively, where a  {0, 0.25, 

0.5, 1, 2} and b  {0.25, 0.5, 1, 1.5, 2}. Note that when the process is in-control, a = 0 and b = 1. 

The in-control ARL  
0ARL  is fixed as 185. For the SC chart, the radius of the chart for n = 5 is r 

= 1.8174. For the MaxEWMA chart, λ  {0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.8, 1} are 

considered and their corresponding K values are determined. The values of the moving span w 

{2, 3, 4, 5} are employed and their corresponding UCLs are determined for the single MA chart. 

The ARL profiles for the SC, single MA and MaxEWMA charts are given in Tables 1, 2 and 

3, respectively. Generally, the results show that the MaxEWMA chart is superior to the other two 

charts. The SC chart is found to have the poorest performance. Note that for an arbitrary 
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combination of (a, b), where a > 0 and b 1, the MaxEWMA chart has the lowest out-of-control 

ARL, followed by the single MA chart. On the contrary, the SC chart always has the highest out-

of-control ARL among the three charts.  
 

6. CONCLUSIONS 
 

İn this paper, the performances of three single variable control charts are compared based on 

their ARLs. Overall, the MaxEWMA chart provides a better performance than the other two 

charts, while the SC chart gives the poorest performance. 
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APPENDIX 

 

Table 1. ARL profiles for the SC chart with 
0

ARL =185 and n =5 

   a    

 b 0.00 0.25 0.50 1.00 2.00 

 

 

r = 1.8174 

0.25 

0.50 

1.00 

1.50 

2.00 

1.3 

8.7 

185.0 

5.0 

1.9 

1.5 

1.1 

123.7 

4.7 

1.8 

1.0 

1.0 

52.0 

4.0 

1.7 

1.0 

1.0 

8.3 

2.4 

1.5 

1.0 

1.0 

1.2 

1.2 

1.1 

 

Table 2. ARL profiles for the single MA chart with 
0

ARL =185 and n =5 

 

(w, UCL) 

a 

b 0.00 0.25 0.50 1.00 2.00 

 

w = 2 

UCL= 2.1233 

0.25 

0.50 

1.00 

1.50 

2.00 

1.3 

11.5 

185.0 

5.0 

1.7 

1.3 

11.5 

64.7 

4.5 

1.7 

1.3 

11.0 

14.3 

3.4 

1.6 

1.1 

1.8 

2.2 

1.8 

1.4 

1.0 

1.0 

1.0 

1.1 

1.1 

 

w = 3 

UCL= 1.7358 

0.25 

0.50 

1.00 

1.50 

2.00 

1.0 

5.2 

185.0 

3.8 

1.5 

1.0 

5.2 

46.7 

3.5 

1.4 

1.0 

4.5 

9.0 

2.7 

1.4 

1.0 

1.1 

1.6 

1.5 

1.2 

1.0 

1.0 

1.0 

1.0 

1.0 

 

w = 4 

UCL= 1.5066 

0.25 

0.50 

1.00 

1.50 

2.00 

1.0 

3.3 

185.0 

3.1 

1.3 

1.0 

3.3 

36.9 

2.8 

1.3 

1.0 

2.6 

6.4 

2.2 

1.2 

1.0 

1.0 

1.4 

1.3 

1.1 

1.0 

1.0 

1.0 

1.0 

1.0 

 

w =5 

UCL= 1.3540 

0.25 

0.50 

1.00 

1.50 

2.00 

1.0 

2.4 

185.0 

2.6 

1.2 

1.0 

2.4 

29.8 

2.4 

1.2 

1.0 

1.9 

5.0 

1.8 

1.2 

1.0 

1.0 

1.3 

1.2 

1.1 

1.0 

1.0 

1.0 

1.0 

1.0 
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Table 3. ARL profiles for the MaxEWMA chart with 
0

ARL =185 and n =5 

 

 

  a    

b 0.00 0.25 0.50 1.00 2.00 

 

=0.05 

K=3.3833 

0.25 

0.50 

1.00 

1.50 

2.00 

2.0 

3.5 

185.5 

4.1 

2.1 

2.0 

3.5 

12.1 

3.9 

2.1 

2.0 

3.4 

5.1 

3.3 

2.0 

1.9 

2.2 

2.3 

2.2 

1.7 

1.0 

1.0 

1.2 

1.2 

1.2 

 

=0.10 

K=3.4028 

0.25 

0.50 

1.00 

1.50 

2.00 

1.8 

3.3 

185.0 

3.7 

1.9 

1.8 

3.3 

12.3 

3.5 

1.9 

1.8 

3.1 

4.8 

3.0 

1.8 

1.8 

2.0 

2.1 

2.0 

1.6 

1.0 

1.0 

1.1 

1.2 

1.2 

 

=0.15 

K=3.2254 

0.25 

0.50 

1.00 

1.50 

2.00 

1.8 

3.3 

185.0 

3.7 

1.9 

1.8 

3.3 

14.7 

3.5 

1.8 

1.8 

3.1 

4.0 

2.9 

1.8 

1.8 

2.0 

2.1 

1.9 

1.5 

1.0 

1.0 

1.1 

1.2 

1.2 

 

=0.20 

K=3.0996 

0.25 

0.50 

1.00 

1.50 

2.00 

1.8 

3.5 

185.1 

3.9 

1.9 

1.8 

3.5 

18.4 

3.6 

1.9 

1.8 

3.3 

5.4 

3.0 

1.8 

1.8 

2.0 

2.1 

2.0 

1.5 

1.0 

1.0 

1.1 

1.1 

1.2 
 

=0.25 
K=3.0415 

0.25 

0.50 
1.00 

1.50 

2.00 

1.8 

3.7 
185.1 

4.1 

1.9 

1.8 

3.7 
23.1 

3.8 

1.9 

1.8 

3.5 
6.0 

3.1 

1.8 

1.8 

2.1 
2.2 

2.0 

1.6 

1.0 

1.0 
1.1 

1.2 

1.2 
 

=0.30 

K=3.0278 

0.25 

0.50 

1.00 

1.50 

2.00 

1.8 

4.1 

185.0 

4.3 

1.9 

1.8 

4.0 

28.5 

4.0 

1.9 

1.8 

3.8 

6.6 

3.2 

1.8 

1.8 

2.1 

2.2 

2.0 

1.6 

1.0 

1.0 

1.1 

1.2 

1.2 
 

=0.40 
K=3.0499 

0.25 

0.50 
1.00 

1.50 

2.00 

1.9 

4.9 
185.0 

4.7 

2.0 

1.9 

4.9 
38.3 

4.3 

1.9 

1.9 

4.7 
8.3 

3.4 

1.8 

1.8 

2.2 
2.3 

2.1 

1.6 

1.0 

1.0 
1.1 

1.2 

1.2 
 

=0.50 

K=3.0884 

0.25 

0.50 

1.00 
1.50 

2.00 

1.9 

6.5 

185.0 
5.0 

2.0 

1.9 

6.5 

47.7 
4.6 

2.0 

1.9 

6.2 

10.25 
3.6 

1.9 

1.8 

2.3 

2.5 
2.1 

1.6 

1.0 

1.0 

1.1 
1.2 

1.2 

 
=0.80 

K=3.0019 

0.25 
0.50 

1.00 

1.50 
2.00 

2.6 
21.4 

185.0 

6.5 
2.2 

2.6 
21.4 

76.8 

5.9 
2.1 

2.6 
21.1 

19.9 

4.5 
2.0 

2.4 
4.2 

3.3 

2.4 
1.7 

1.0 
1.0 

1.1 

1.2 
1.2 

 
=1.00 

K=2.6918 

0.25 

0.50 

1.00 
1.50 

2.00 

4.8 

50.4 

185.0 
7.3 

2.3 

4.8 

50.4 

96.8 
6.7 

2.2 

4.8 

50.2 

30.3 
5.1 

2.1 

4.7 

12.1 

4.4 
2.7 

1.7 

1.0 

1.0 

1.1 
1.2 

1.2 
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ABSTRACT 

 

As the tourism sector is very sensitive to economic uncertainty; this study aims at investigating the 

likely impact of the Global Financial Crisis (GFC) on the tourism sector in Egypt. The analysis will 

be conducted mainly through an examination of the internal structure of the tourism sector in 

Egypt and the relationship between key variables based on The Travel & Tourism 

Competitiveness Index (TTCI), 2009 published by the World Economic Forum (World 

Economic Forum (WEF), 2009) that determines the competitiveness position of the Egyptian 

tourism sector. This paper will focus on six vital TTCI sub-indices to analyze their effects on the 

Egyptian market share. Our study objective is twofold: Firstly, analyzing the impacts of the GFC 

through exploring the dynamic behavioral relationships between variables. Secondly, simulating 

these effects through carrying out scenario analysis to determine the impact of the crisis on 

tourism and testing several hypotheses. Policy recommendations will be tested with the aim of 

mitigating the negative implications of the crisis on the tourism sector in Egypt. 

 

1. INTRODUCTION 

 

The global financial crisis (GFC) presents significant challenges for world tourism growth.  GFC 

has also exposed weaknesses in the functioning of the global economy and led to calls for the 

reform of the international financial architecture. Although the crisis was triggered by events in 

the United States housing market, it has spread to all regions of the world with dire consequences 

for global trade, investment and growth. The crisis represents a serious setback for the tourism 

industry because it is taking place at a time when the tourism business is making progress in the 

growth rate of tourist arrivals.  

According to the United Nations World Tourism Organization (UNWTO), international 

tourist arrivals grew at a global average of 5% for the first quarter of the year 2008 compared 

with the same period in 2007. Growth was fastest in the Middle East region, (12.5%). World 

tourism demand sustained in the first months of 2008 and witnessed a decline in the last months 

of 2008. According to the UNWTO World Tourism Barometer, the negative trend in 

international tourism that emerged during the second half of 2008 intensified in 2009. 

International tourist arrivals have suffered a sharp drop between January and April 2009 (about 

8.2%, a drop of -8.2% implies a gain for the first quarter of 2009). This implies a drop in the 

global tourist arrivals of about 247 million, in the first quarter this year, down from 269 million 

mailto:amabadr@idsc.net.eg
mailto:enabd@idsc.net.eg
mailto:saleh@salehsite.info


462 

 

in 2008 (UNWTO World Tourism Barometer, June 2009). International tourism is expected to 

decline between 6% and 4% percent during the rest of 2009 compared to the same period in 

2008. Sub-Saharan Africa is the only bright spot on the horizon with arrivals forecast to grow by 

1-5% for all regions; growth is projected to be negative: Asia and the Pacific (4-1%), Americas 

(6-3%), Europe (8-5%) and the Middle East (10-5%)
1
.  

In light of the GFC, consumer demand is falling in both the business and leisure tourism 

sectors, according to the UNWTO (June 2009). The government of Egypt (GOE) assigns a high 

priority to the tourism sector, however, its market share of the worldwide tourism market is very 

low (1.4 %) and is ranked 64
th

 out of 133 countries (WEF, 2009). As the Egyptian government 

aims at enhancing the TTCI, testing different policy scenarios concerning the impact of the GFC 

on the tourism sector is very important for decision makers to envisage the likely effects of the 

crisis and hence to make appropriate adjustments to current strategies.  

The objective of this paper is to analyze the interactions within the tourism sector in Egypt, 

and to test policies to mitigate the impact of the global financial and economic crisis on the 

tourism sector. We develop a dynamic model to simulate these interactions and to analyze the 

effects of different scenarios. This dynamic model is used to determine the impact over time, 

including delayed effects. The tourism dynamics model is calibrated according to the historical 

time series of the key variables in the tourism sector during the period between 1995 and 2007. 

We use this model to assess the effects of the GFC and to test different mitigation policies over 

the period 2008-2015.  

The remainder of the paper proceeds as follows. Section 2 presents a brief historical 

overview that delineates the developments in the Egyptian tourism sector. Section 3 describes the 

TTCI which represents the core foundation of the model. Section 4 focuses on previous research 

concerning tourism in Egypt and describes how system dynamics can be useful in representing 

tourism dynamics. Section 5 describes the system dynamics model. Section 6 illustrates the 

model behavior under different conditions and presents the comparative analysis of four selected 

scenarios. Section 7 concludes our investigation and suggests possible future work.  

 

2. THE TOURISM SECTOR IN EGYPT: AN OVERVIEW 

 
The Tourism sector in Egypt has witnessed significant developments in the last decade. A review 

of the evolution of the tourism sector since 1995 provides a background to the assessment of the 

sector's prospects in future. In the last thirteen years, tourism arrivals increased more than three-

fold from 3.1 million in 1995 to 11.1 million in 2007, recording an average annual growth about 

12.3% (Figure 1). The average duration of stay of visitors increased from 6 nights to 10 nights 

over the same period (Figure 2). Overnight tourist hotel stays grew from 20.4 million in 1995 to 

about 111.5 million nights in 2007 implying an annual increase of about 17.8% on average 

(figure 1c). Average room occupancy rate increased from 57% in 1995 to 63% in 2007 (figure 

1d). It is worth mentioning that the tourist arrivals have increased from 20-28% for the whole 

period 1995-2007 (Sakr et al., 2009). 

  

                                                 
1
 UNWTO market monitoring indicates that the plummeting results of international tourism during the last part of 

2008 have continued during the first months of 2009. International tourist arrivals are estimated to have declined by 

as much as 8% in the first two months of 2009, bringing overall international tourism to the level of 2007.  
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a. Overnights Stays in Hotels b. Inbound Tourist Arrivals 

 

 
c. Average length of Stay d. Occupancy Rate 

 

 

Figure1. Main Tourism Indicators 1995-2007  

Source: World Tourism Organization (UNWTO), 2008 
 

 

3. TTCI DESCRIPTION  

 

We used the most recent Travel and Tourism Competitiveness Index (TTCI) (WEF, 2009) that 

evaluates and ranks the competitive performance of 133 countries and suggests possible 

improvements for decision makers wishing to improve their travel and tourism sectors. The 

TTCI
2
 is composed of 14 pillars grouped into three groups, namely, (a) the travel and tourism 

regulatory framework, (b) business environment and infrastructure and (c) human, cultural and 

natural resources. Each pillar is also contains several indicator variables. For example, pillar one 

 includes eight components; namely, prevalence of foreign ـــ policy rules and regulations ـــ

ownership, property rights, impact of business rules on foreign direct investment (FDI), visa 

requirement, openness of bilateral air service agreements, transparency of government policies, 

time required to start a business, and cost to start a business. TTCI provides a comprehensive 

tool for measuring the factors and policies that make the Travel and Tourism sector attractive 

(WEF, 2009). TTCI is quite highly correlated
3
 with both the number of tourists traveling to 

various countries and the annual income generated from Travel & Tourism. This supports the 

idea that the TTCI captures factors that are important for developing the Travel and Tourism 

                                                 
2
 More details about TTCI methodology can be found in (Appendix 1). 

3
 For further details about the correlation between TTCI, international tourist arrivals and receipts, See figure 2 & 3 

P.8,(WEF, 2009).  
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(T&T) industry (WEF, 2009). Our model relies heavily on some of the different pillars 

constituting the TTCI that can help policy makers identify the weak and strong areas related to 

the competitiveness of the sector and hence identify the necessary needed adjustments. 

Analyzing the impact of the GFC can be established through exploring the dynamic behavioral 

relationships between the main variables used in computing the TTCI. Figure 2 demonstrates the 

favorable position of Egypt relative to its competitors in the Middle East and North Africa 

(MENA) region. Egypt occupies the 64
th 

position among 133 countries according
 
to the global 

TTCI. In terms of the regulatory index, it is ranked 52
nd

, and in the infrastructure index it is 

ranked 65
th

. According to the resources index it is ranked 73
rd 

(WEF, 2009). A detailed 

description of the TTCI index and its components are shown in Table (1) in the appendix. 

 

Figure2. Egypt’s TTCI Ranking among Selected Countries in 

MENA Region 

 
   Source: WEF (2009). 

 

 

4. LITERATURE REVIEW 

 

Most empirical studies estimate the tourism demand function on the basis of econometrics 

techniques. Sakr et al (2009) estimated a demand function for Egypt based on Giacomelli 

(2006a) using panel data including both price and non price determinants such as income, cost of 

living, nominal exchange rate, transport cost, a measure of infrastructure, and other factors that 

determine the arrivals of tourists (Crouch, 1995; Eugenio, 2002; Hellstrom, 2002). Following the 

three-stage estimation procedure of Eilat and Einav (2009), estimates of Sakr et al (2009) for the 

tourism demand function for Egypt revealed that the rule of law and regulations tended to be the 

most important factor that positively affects tourism demand
4
. The price of tourism services is 

the most significant factor that negatively impacts tourist arrivals.
5
  

Sakr and Masoud (2003) studied the determinants of volatility of the tourism sector in Egypt 

found out that not all types of shocks exert the same effect on the tourism sector or last for the 

same period of time ـــ this is to distinguish between domestic and external shocks ـــ, based on 

their estimation of the tourism demand function for Egypt for the period 1986-2001. Tourists’ 

responsiveness to different events was examined. Both tourism arrivals and receipts have a 

positive relation with the GDP in the countries of origin, as well as with the depreciation in the 

                                                 
4
 A one percent improvement in the rule of law resulted in about 5.98 percent increase in tourist arrivals in Egypt 

(Eugenio, 2002). 
5
 Every one percent increase in the price is accompanied by 5.36 percent reduction in arrivals. 
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effective exchange rate. The most important factor determining the demand for tourism in Egypt 

is the extent of international competitiveness as expressed by the effective exchange rate. Their 

study highlighted the importance of developing international competitiveness to broaden Egypt's 

tourism market. Their study also revealed that the fall in tourism flows and receipts in the 

aftermath of domestic shocks were more severe compared to the corresponding fall resulting 

from external shocks
6
. 

Some of the previous studies primarily focused on analyzing the historical behavior. In this 

study we aim to construct various scenarios for the future of the sector, taking into consideration 

the impact of GFC. Given the complexity and dynamic nature of our objective, we view system 

dynamics as the best approach to address this problem, since it accounts for feedback loops, time 

delays between causes and consequences and nonlinear relationships between variables. To our 

knowledge, this is the first study to investigate the impacts of GFC on the tourism sector in 

Egypt using system dynamics.  

 

5. MODEL STRUCTURE OVERVIEW 

 

The model contains twelve sub-models, eight stocks
7
 (world tourists, Egyptian recent tourists, 

labor, rooms constructed, room capacity, air infrastructure index, ground infrastructure index and 

health index) and eleven balancing
8
 and five reinforcing

9
 feedback loops

10
.  This section focuses 

on presenting the dynamic structure of the model. The main sub-models (briefly described 

below) are as follows: 

1- Annual Arrivals  

2- Tourism Revenues 

3- Global Economic Crisis 

4- Employment 

5- Hotel Rooms Capacity 

6- Travel and Tourism Competitiveness Index 

7- Security and Safety Index 

8- Tourism Infrastructure Index 

9- Air Transport Infrastructure Index 

10- Ground Transport Infrastructure Index 

11- Health care Index 

12- Price Competitiveness in the Travel and Tourism Industry 

 

 

  

                                                 
6
 The global and regional external shocks that affected the perception of safety are mainly the September 11th 

attacks, the Gulf war and the domestic shock that took place in 1997, namely Luxor attacks. In the aftermath of 

September 11th attacks, the number of arrivals dropped by 0.4 and 0.6 percent respectively, but the corresponding 

decrease in real tourism receipts were more striking totaling 10.6 and 5.2 percent, respectively (WTO, 2002c; Sakr 

and Masoud, 2003). 
7 A stock is a system dynamics concept that represents an entity that you're keeping track of over time 
8 Produce stable, balance, equilibrium and goal-seeking behavior 
9  Generate behaviors of growth, amplify, deviation, and reinforce 
10  Cause and effect linkages among system components that affect system behavior 
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Figure 3.The General Model Structure 

Source: Schematic presentation for the system dynamics model. 

 

 

5.1 Annual Arrivals 
  

This sub-model depicts the flow of international tourists to Egypt each year and illustrates its 

determinants. As Egypt receives a significant share (4%) from international tourists, Egypt’s 

annual arrivals (an inflow to the Egyptian stock of tourists and at the same time outflow of 

worldwide stock of tourist arrivals) are defined as the number of international tourists visit Egypt 

every year. The Egyptian market share is mainly determined by the current value of the Egyptian 

TTCI. A stock of world tourists represents all international tourists worldwide. This stock is 

increased by the accumulation of newly attracted tourists according to a growth rate that is 

assumed to be constant (excluding any possible external effects that can hit the tourism sector). 

Tourist inter-travel period is the average duration between two consecutive visits to the same 

country for a tourist. Moreover, a tourist who visits Egypt in any given year is assumed to have a 

specific probability to revisit Egypt after a specific period (the re-potential period)
11

. Last year 

tourists that visit Egypt are accumulated in a stock which increases by the inflow of Egypt annual 

arrivals and decreases by the re-potential rate. 
 

5.2 Global Economic Crisis 

 

The GFC hit the tourism sector and has a significant effect through different variables. This sub-

model describes these variables affected by the crisis. GFC affected world tourism growth and 

hence the Egyptian tourism growth as well. Average nights per tourist, average tourism 

expenditure and inter-travel period are among the key variables that are affected by GFC. To 

                                                 
11

 A tourist who visits Egypt in 2009 returns to the world tourists stock and has a probability to visit Egypt again in 

2011. 
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incorporate these effects we use four multiplier coefficients that are multiplied by certain 

reference values. The analysis of the effects of GFC on these variables will be presented in the 

next section. 

 

5.3 Travel and Tourism Competitiveness Index 
 

As we mentioned before, the TTCI is composed of 14 important pillars. We focus on the six 

most important pillars out of fourteen since we expect only these six pillars will change 

significantly during the study period (2008 to 2015). These six pillars are price competitiveness 

index, tourism infrastructure index, security index, health index, air infrastructure index and 

ground infrastructure index. The remaining 8 pillars are treated within our model as constants. 

Unweighted average of the 14 variables (pillars) is used to calculate the Egyptian 

competitiveness index (WEF, 2009). Our philosophy behind utilizing the components of TTCI is 

mainly driven by the large number of empirical studies that have investigated the determinants of 

a country's competitiveness and attractiveness to tourists (for example Giacomelli, 2006a). These 

studies have shown TTCIto be suitable for measuring and capturing most of the determinants of 

tourism and travel competitiveness.  

 

 

5.3.1 Tourism Infrastructure Index 

 

One of the key building blocks in the tourism sector dynamics is the tourism infrastructure which 

represents the supply side of the model. This sub-model describes the tourism infrastructure 

index and its determinants the effect of occupancy ratio, the effect of car rental companies and 

the effect of ATMs availability and accessibility.  We use the elasticity concept to model the 

effect of occupancy ratio on the infrastructure index. Occupancy ratio represents the balance 

between supply (i.e. room capacity) and demand (i.e. tourist nights). Increasing the demand of 

tourist nights based on a higher occupancy ratio which is considered a good indicator. On the 

other hand, increasing capacity given a fixed demand resulting in lower occupancy ratio is 

considered a bad indicator due to the over-supply without any consideration of demand.   

     

5.3.2 Air Transport Infrastructure Index 

 

This sub-model is inspired by the generic model described by Sterman (Sterman 2000, P.264) 

where the stock values exhibits a goal seeking behavior to reduce the gap between its current 

value and a certain desired value. Air index represents one of the main policy intervention points 

in the model. First in the base case scenario (flags are off
12

) the air index is constant. However 

during policy analysis, the air index is assumed to exhibit a goal seeking behavior in order to 

reduce the gap between its current value and the desired value set by the policy maker. The 

enhancement of the index can be achieved via different ways, for example enhancing the quality 

of existing airports, building new airports, extending international air transport network, 

increasing the number of operating airlines, etc. 

 

  

                                                 
12

 Default values are used 
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5.3.3 Ground Transport Infrastructure Index 

 

Similar to the air index, we use the same sub-model for, ground infrastructure index except that 

the enhancement of the index occurs through increasing the number of roads, extending ground 

infrastructure network, enhancing quality of roads, etc.  

 

5.3.4 Health Care Index 

 

Health care is one of the critical factors upon which tourists make decisions for visiting a specific 

destination. The same sub-model structure used in air and ground indices will be customized to 

represent the dynamics of the health care index structure. The change, from air and ground 

indices, will be through intervention from both public and private sectors by increasing physician 

density per population, facilitating access to improved drinking water and increasing available 

hospital beds for people, etc. 

 

5.3.5 Security and Safety index 

 

One of the crucial factors contributing to tourism arrivals is the security and safety index. 

Tourists' personal safety is a function of their ability to travel without threats. Therefore, 

stimulating inbound tourism Can be increased by improving confidence in Egypt as a safe and 

destination. This index is composed of four indexes capturing the effects of crime, terrorism, 

road accidents and police services. 

 

5.3.6 Price Competitiveness 

 

This sub-model describes how the Tourism and Travel price been constructed. Price 

competitiveness is determined through five main sub-indexes, namely ticket taxes and airport 

charges, purchasing power parity, taxation, fuel price levels and hotel prices. Unweighted 

Average of the five sub-indexes is used to calculate the price index. It is worth mentioning that 

occupancy ratio is one of the determinants of hotel price. Hotel price is determined through a 

ratio between supply (i.e. room capacity) and demand (i.e. tourism nights). The relevance of 

these measures of price competitiveness is being recognized in studies by the tourism industry. 

Studies of tourist demand go beyond using the nominal exchange rate as a crude measure of 

price competitiveness and the use of real exchange rates (nominal rates adjusted for changes in 

the general level of prices). These studies attempt to determine a more relevant exchange rate, 

which is adjusted for changes in the prices that identifies tourist bundles of goods and services 

(Martin and Witt, 1987). However, these do not go beyond trends of prices and do not determine 

whether a country is more or less competitive than another at a particular point of time. To 

measure tourist services prices, as opposed to simply trends in tourism prices, cross-sectional 

studies using the prices paid by tourists in different countries are needed. 

 

5.4 Annual Tourism Revenues 

 

Tourism receipts are one of the main variables used to judge the improvement or recession of the 

tourism industry. Only foreign tourism nights are used to calculate Egypt annual tourism 

revenues. Foreign tourism nights are calculated according to the multiplication of the average 
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nights a tourist spends in Egypt by the number of international tourists that visit Egypt annually. 

Egypt annual tourism revenues are similarly calculated by multiplying foreign tourism nights by 

the average tourist expenditure per day. 

 

5.5 Tourism Employment 

 

The labor force for the tourism sector is aggregated into a single stock. Tourism employment 

captures the labor dynamics surrounding the tourism sector and is increased by the hiring rate 

and decreased by the attrition rate. Because of the seasonality of the tourism industry, hotel 

managers are willing to eliminate surplus 'temporary' employees when not needed ,which 

decreases the labor stock by the firing rate (negative inflow).The attrition rate (outflow) consists 

of voluntary terminations and normal retirements, and is modeled as a first-order process
13

 in 

which employees remain with the tourism industry for the average duration of employment.  

Desired labor force is the number of employees hotel managers are willing to employ to 

serve the expected number of tourists. Labor stock is increased by the extra employees needed
14

. 

Hotel managers can't equate current labor force to the desired labor force without a delay to 

announce vacancies, interviews and hire the appropriate candidates to fill these positions, etc. 

We used annual arrivals instead of delayed annual arrivals because the employment sector 

usually responds quickly to any changes or fluctuations in the tourism sector.  

 

5.6 Egypt's Hotel Rooms Supply Chain 

 

This sub-model is based on a generic supply chain model (Sterman 200015, Chapters. 17 & 19) 

representing the hotels capacities in Egypt. Like all countries, Egypt’s hotels and tourism 

villages utilize a set of processes that include order fulfillment, requesting new hotel rooms and 

capacity adjustment. The full hotel rooms supply chain is simulated by the following sub-model, 

starting with ordering new hotel rooms
16

 from suppliers as requested by tourists. 

This sub-model contains two stocks. The first stock represents the supply chain governing the 

provision of hotel rooms for the tourism sector and is comprised of the stock of unfulfilled orders 

for new hotel rooms, i.e. orders that have been placed with manufacturers but not yet received. 

This stock is increased by the accumulation of yet more orders for rooms (inflow), is affected by 

the start construction rate and depleted by an outflow (finished rooms ready for service).Note 

that the MAX
17

 function is used for both the start and finish construction rates to ensure 

nonnegative values each.  

Another stock consists of all Egypt's hotel rooms and is used to represent the capacity of 

these hotel rooms This stock increases by receiving new rooms from suppliers that are ready for 

service (outflow from construction stock and inflow to capacity stock)  and is diminished by 

depreciated rooms that are no longer available for use. This stock is also assumed to depreciate at a 

constant rate; the depreciation rate is calculated by dividing the number of rooms by the average 

lifetime of the rooms.  

                                                 
13

 The relationship between remaining employees and attrition rate is linear. 
14

 Difference between desired number of employees and the actual number exist in the system. 
15

 Business Dynamics: System Thinking and Modeling for a Complex World, John D. Sterman. 2000 
16

 Hotel rooms represent all available rooms that can be used by tourists (e.g. hotels, tourism villages, etc.) 
17

 Max between zero and construction rates. 
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Hotel manager can't add as many rooms as they wish; there are money constraints and delays 

that limit their desires. The construction of new hotels, for example, requires labor, equipment 

and time. Hotel managers adjust the current stock every year to meet the desired stock. The 

desired number of rooms is determined by two main factors. Firstly, they aim to replace the 

depreciated rooms by ordering new rooms. Secondly, they consider perceived tourism nights
18

 

and the occupancy ratio they wish to achieve. Similarly, the suppliers of hotel rooms adjust the 

construction of new rooms analogously to hotel managers adjusting their room capacity by taking 

into consideration the construction time lag between having a job order for a new room and 

delivering that room to be used. 

 

6. SCENARIO ANALYSIS AND SIMULATION RESULTS 

 

The impact of the GFC on the Egyptian tourism sector can be analyzed using the system 

dynamics model that helps the decision maker understand the dynamics within the tourism 

sector, and by simulating the likely repercussions and impacts of the GFC on the tourism sector. 

Different simulation runs can be conducted to test the behavior of the key tourism indicators and 

interactions of the variables within the suggested framework in order to achieve the objective of 

this study. Figure 4 demonstrates four different scenarios for the decision maker to carry out the 

simulation of the impact of GFC on the tourism sector. These four scenarios the base, 

pessimistic, mitigation, and optimistic scenarios and are illustrated in Figure 4. The policy 

scenarios depend mainly on the extreme values of two major uncertainties, namely, the severity 

of the impact of GFC, and the change of the enabling environment. We will briefly explain each 

scenario and then perform a comparative analysis of all four scenarios. Each scenario is 

illustrated through a movement on a scale depicting the severity of GFC which affects the 

change in world growth rate of tourism arrivals, tourist spending in Egypt, average tourist nights 

and finally the change in inter-travel period (figure 5). 

 

 
Figure 4. Scenario Cross Analysis 

 

6.1 Base Scenario 

 

In the base scenario we assume, other things being equal, the current policies will remain in the 

future. Low impact of the GFC and no significant change will take place. The main purpose of 

                                                 
18

 Perceived tourism nights are the actual tourism nights delayed by a specific period of time until hotel managers 

comprehend the change in values. 
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this run is to evaluate model behavior and outputs under the normal state during the study period 

(2008-2015). 

 

6.2 Pessimistic Scenario 

 

In contrast to the base scenario, the pessimistic scenario, presumes a severe impact of the GFC 

owing to a sharp decline in the world growth rate of international tourists, average tourist 

expenditure, average length of stay, and a significant increase in the inter-travel period of 

international tourists. Therefore, further investment will be needed through intervening in one or 

more areas of tourism competitiveness sub-indices (health, air, ground, etc.) to mitigate the effect 

of GFC. 

 

6.3 Mitigation Scenario 

 

A third scenario can be envisaged in the wake of GFC. The severe impact of GFC would induce 

the Government of Egypt (GOE) to intervene with a set of stimulating policies that could 

enhance the environment for the tourism and travel sector. The GOE efforts may include 

encouraging and accelerating investment in specific areas
19

 that could result in a major 

improvement in the sector. The system dynamics model simulates such policies by turning on the 

flags for air infrastructure index, ground infrastructure index as well as the health care index.  

 

6.4 Optimistic Scenario 

 

Finally, an optimistic scenario representing a low impact of the GFC associated with a 

significant intervention from the GOE is considered. In this regard, the optimistic scenario 

presumes a small decline in the world growth rate of international tourists, a small decrease in 

the average tourist spending, a small decrease in the average length of days spent in Egypt and a 

slight increase in the inter-travel period of international tourists.  

 

6.5 Comparative Analysis of the Scenarios for Global Financial Crisis 
 

Based on the model described section 6, we simulate the four main scenarios 6.1-6.4 to explore 

different types of tourism policies and conditions for the period 2008-2015, which allows 

sufficient time for the adjustments to take place given the dynamics of the tourism sector. Four 

main variables were investigated under the four scenarios; the results are shown in Figures 6, 7, 8 

and 9. The four variables are TTCI, market share, annual arrivals and employment. Below we 

describe the behavior of each variable under the four scenarios.  

According to the optimistic scenario, the competitive ranking of the Egyptian tourism sector 

can be dramatically increased by 15 positions to occupy a ranking like 49th instead of 64th out of 

133 countries. This position will make the tourism sector in Egypt more competitive than other 

competitors in the Middle East and North Africa (MENA) region such as Turkey (56) and Jordan 

(54).This would mainly achieved as a matter of changing the basic blocks of the tourism 

dynamics to restore the environment for the development of the tourism sector . The pessimistic 

scenario forecasts an increase of Egypt’s ranking by 8 places to occupy the 56th position, a tie 

with Turkey. The mitigation scenario (together with the optimistic scenario) forecast a TTCI 

                                                 
19

 Air infrastructure , ground infrastructure and health service  
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index higher than the TTCI forecast under the base scenario (Fig. 6). The mitigation scenario 

assumes that the TTCI improvement will target and enhance the Egyptian competitiveness index 

during a period of five years. 

 

 

 
 

Figure 5. Decision Maker's Simulation for Scenario Crisis effects
20

 
 

 

 

                                                 
20

 Red and green regions represent high and low effects of crisis, respectively. 
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Figure 6. TTCI   

 

 

With regard to the Egyptian market share of international tourists (Figure 7), the results 

reveal that market share is forecasted to reach an unprecedented level by 2015 according to the 

optimistic scenario (1.7%)
21

. As per our assumption that the market share is determined using the 

Egyptian TTCI, the behavior of the market share follows the behavior of the TTCI. It is worth 

noting that enhancing the enabling environment in the tourism sector will increase the distance 

between both the optimistic scenario (Low GFC effect) and the mitigate scenario (Significant 

GFC effect) with the base scenario (No significant change).  
 

 
Figure 7. Egyptian Market Share 

 

 

Compared to market share, annual tourism arrivals behave differently across the 4 scenarios. 

Although, Egypt is forecast to achieve a higher market share under the mitigation scenario 

(Figure 7) than under the base scenario; annual arrivals are forecast to be lower under the 

mitigation scenario than under the base scenario (Figure 8). This can be explained by the GFC 

causing a decrease in the arrivals of tourists worldwide and hence a decrease in Egyptian tourist 

arrivals as well. The highest forecasted average growth rate of tourism arrivals is 8.2 %, under 

the optimistic scenario compared with 4.8 % under the mitigation scenario and 3.8 % under the 
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 0.1% of international tourists equals 922000 tourist in 2008 (Crouch, 1995). 
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pessimistic scenario. The corresponding increase in forecasted tourist arrivals varies from 11.1 

million in 2008 to 16.9 million in 2012 and 20.8 million tourists by 2015 under the optimistic 

scenario, while the lowest forecasted number of tourist arrivals occurs under the pessimistic 

scenario and is predicted to be 14.8 million in 2015. The mitigation scenario lies forecasts the 

number of tourist arrivals to be between the predicted values of the pessimistic and optimistic 

scenarios. Because of external shocks that affect the tourism sector under the mitigation scenario; 

forecasted annual arrivals under the mitigation scenario are less than the forecasted arrivals 

under the base scenario during 2008-2015 (Fig 8).    
 

 
 

Figure 8. Annual Arrivals 
 

 

 
 

Figure 9. Employment 

 

 

Tourism employment is forecasted to achieve rapid growth under the optimistic scenario, and is 

forecast to attain an annual average growth rate of 6.7% during the study period 2008-2015 (Fig. 

9). The average growth rate of employment is forecast to be 3.49 under the mitigation scenario. 

The lowest forecasted growth rate occurs under the pessimistic scenario, namely 2.31. The least 

average growth rate could be achieved under the pessimistic scenario. It is worth noting that 

tourist employment follows a similar pattern as tourist arrivals (Figures 8, 9) because tourism 

labor is highly correlated with the number of tourists. Finally, increasing the Egyptian TTCI 
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would be a matter of interest to Egypt in order to enhance the tourism sector, attract more 

tourists, increase market share and increase the labor force.   

 

 

7. CONCLUSION AND POLICY IMPLICATIONS 

 

Constructing a system dynamics model in analyzing the impacts of the GFC and simulating these 

effects to determine the impact of the crisis on tourism sector in Egypt has many advantages. 

First, regarding the competitive position of the Egyptian tourism sector, the theoretical model 

and resulting simulations based on this model increases our knowledge about the interactions of 

both supply and demand factors driving the competitive position of the tourism sector. Second, 

the model can be used to assess the impacts of external shocks such as GFC as well as domestic 

shocks (terrorism attacks and political instability), although the former is the primary focus of 

the paper while the latter  falls out of the scope of this study. Third, this model provides the 

decision maker with a policy framework that is capable of introducing specific interventions in 

the areas that are crucial to the tourism sector corresponding to different levels of the severity of 

the shock. At the same time the decision maker can easily monitor the behavior of key indicator 

variables in the tourism sector and design targeted policies to influence the specific needs and 

areas. Fourth, the results of the simulation exercise are useful in suggesting recovery strategies
22

 

to enhance the sustainability of the tourism sector as well as its contribution to the growth and 

development of the economy. Finally, the model captures both demand and supply determinants 

of tourism and travel, thereby more space for policy makers to choose which area that could be 

enhanced in the planning for the future of the sector development.  

Among the areas that can be influenced23 is the safety and security index. This implies that 

sustainable efforts should be directed towards regaining a positive image and restoring 

confidence in Egypt as a tourist destination. Another promising area24 is to improve tourist 

health security and tourism infrastructure for both air and ground facilities. Should Egypt strive 

for a significant market share of world tourism it has to exert significant effort to improve the 

score and ranking of TTCI among competitors, especially in the Middle East and North Africa 

(MENA) region.  

For possible future research directions, the model can be expanded to distinguish between 

domestic and foreign inbound tourism. Moreover, the model could be enhanced to distinguish 

between domestic and external shocks. Furthermore, the model could also be extended to include 

the competitors of Egypt.    
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 Areas influenced by government or private sector to enhance the competitiveness index. 
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APPENDIX 1 

 

TTCI METHODOLOGY 

   

This section briefly summarizes the methodology of constructing the Travel and Tourism 

Competitiveness Index (TTCI). TTCI is composed of three sub-indices: the T&T regulatory 

framework, the T&T business environment, and infrastructure and the T&T human, cultural, and 

natural resources. These sub-indices form the fourteen pillars of the TTCI described in Table (1). 

All sub-indices include both, hard and soft variables which are defined according to the 

underlying method of data collection: 

 

A) Soft data come from the World Economic Forum "Executive Opinion Survey (EOS)". 

This Survey is conducted every year and asks top management business leaders to 

compare their own operating environment with global standards on a wide range of 

dimensions. All EOS questions ask the user to provide a response on a scale between 1-7. 

 

B) Hard data indicators are obtained from a variety of sources such as international 

organizations and leading businesses in the Travel and Tourism industry (for example, 

IATA, the IUCN, the UNWTO, the WTTC,UNCTAD, and UNESCO)). These data are 

scaled between 1 to 7 so as to be aligned with the soft data using the following formula: 

 

1*6 












MinimumSampleMaximumSample

MinimumSampleScoreCountry  

 

Clearly, the sample minimum and maximum are the lowest and highest scores of the overall 

samples, respectively. This formula is used only when a higher score indicates a more favorable 

outcome (number of available hospitals, ability to invest, etc.). On the other side, another 

formula needs  to be used for cases in which higher score represents a worse outcome (pollution, 

number of road accidents, etc. ,…) 

 

7*6 












MinimumSampleMaximumSample

MinimumSampleScoreCountry  

 

Each pillar is calculated as the unweighted average of the included variables(soft and hard). 

Finally, the overall country TTCI is calculated as an unweighted average of the country’s 

fourteen pillar values.  

  



477 

 

Table (1) TTCI Description 
Sub-index  Pillar   Variable Description 

T&T 

regulatory 

framework 

1 Policy rules and 

regulations 

1.1 Prevalence of foreign 

ownership 

Foreign ownership of companies 

in your country is (1 = rare and 

limited, 7 = prevalent and 

encouraged) 

     1.2 Property rights Property rights in your country, 

including over financial assets, 

are (1 = poorly defined and not 

protected by law, 7 = clearly 

defined and well protected by 

law) 

     1.3 Business impact of 

rules on FDI 

In your country, rules governing 

foreign direct investment (1 = 

discourage foreign direct 

investment, 7 = encourage 

foreign direct investment) 

     1.4 Visa requirements Number of countries whose 

citizens are exempt from 

obtaining a visa (= 1) or able to 

obtain one upon arrival (= 0.5) 

out of all UN countries | 2008 

     1.5 Openness of bilateral 

Air Service 

Agreements 

Index of openness of bilateral 

Air Service Agreements | 2005 

     1.6 Transparency of 

government 

policymaking 

Are firms in your country 

usually informed clearly by the 

government of changes in 

policies and regulations affecting 

your industry? (1 = never 

informed, 7 = always informed) 

     1.7 Time required to start 

a business 

Number of days required to start 

a business | 2008 

     1.8 Cost to start a 

business 

Cost to start a business as a 

percentage of GNI per capita | 

2008 

  2 Environmental 

sustainability 

2.1 Stringency of 

environmental 

regulation 

How stringent is your country’s 

environmental regulation? (1 = 

lax compared with most 

countries, among the world’s 

most stringent) 

     2.2 Enforcement of 

environmental 

regulation 

Enforcement of environmental 

regulation in your country is (1 = 

lax, 7 = rigorous) 

     2.3 Sustainability of T&T 

industry development 

Is your country’s government 

taking the necessary steps to 

ensure that the Travel & Tourism 

sector is being developed in a 

sustainable way? 

(1 = no, development of the 

sector does not take into account 

issues related to environmental 

protection and sustai 

     2.4 Carbon dioxide 

emissions 

Carbon dioxide emissions per 

capita in metric tons | 2004 
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Sub-index  Pillar   Variable Description 

     2.5 Particulate matter 

concentration 

Urban population–weighted 

PM10 micrograms per cubic 

meter | 2005 

     2.6 Threatened species Threatened species as a 

percentage of total species 

(mammals, birds, amphibians) | 

2008 

     2.7 Environmental treaty 

ratification 

Total number of ratified 

environmental treaties | 2008 

  3 Safety and 

security 

3.1 Business costs of 

terrorism 

The threat of terrorism in your 

country (1 = imposes significant 

costs on businesses, 7 = does not 

impose significant costs on 

businesses) 

     3.2 Reliability of police 

services 

Police services in your country 

(1 = cannot be relied upon to 

enforce law and order, 7 = can 

be relied upon to enforce law 

and order) 

     3.3 Business costs of 

crime and violence 

The incidence of common crime 

and violence in your country (1 

= imposes significant costs on 

businesses, 7 = does not impose 

significant costs on businesses) 

     3.4 Road traffic accidents Estimated deaths per 100,000 

population due to road traffic 

accidents | 2002 

  4 Health and 

hygiene 

4.1 Physician density Physician density per 1,000 

people | 2006 or most recent year 

available 

     4.2 Access to improved 

sanitation 

Access to adequate sanitation as 

a percentage of total population | 

2006 

     4.3 Access to improved 

drinking water 

Access to safe drinking water as 

a percentage of total population | 

2006 

     4.4 Hospital beds Hospital beds per 10,000 

population | 2006 

  5 Prioritization of 

Travel & 

Tourism 

5.1 Government 

prioritization of the 

T&T industry 

The development of the Travel 

& Tourism industry is a priority 

for the government of your 

country (1 = strongly disagree, 7 

= strongly agree) 

SOURCE: World 

     5.2 T&T government 

expenditure 

T&T government expenditure as 

a percentage of total budget | 

2008 

     5.3 Effectiveness of 

marketing and 

branding to attract 

tourists 

Does your country carry out 

effective marketing and branding 

to attract tourists? (1 = no, 

tourism marketing is nonexistent 

or completely ineffective, 7 = 

yes, tourism marketing is 

excellent, and is very effective in 

attracting tourists) 
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Sub-index  Pillar   Variable Description 

     5.4 T&T fair attendance Index of country presence at 13 

major T&T fairs, 2007–2008 

T&T business 

environment 

and 

1 Air transport 

infrastructure 

1.1 Quality of air 

transport 

infrastructure 

Passenger air transport in your 

country is (1 = underdeveloped, 

7 = extensive and efficient by 

international standards) 

infrastructure   

     1.2 Available seat 

kilometers, domestic 

Scheduled available seat 

kilometers per week originating 

in country (in millions) | January 

to July 2008 average 

     1.3 Available seat 

kilometers, 

international 

Scheduled available seat 

kilometers per week originating 

in country (in millions) | January 

to July 2008 average 

     1.4 Departures per 1,000 

population 

Number of departures per 1,000 

population | 2006 

     1.5 Airport density Number of airports per million 

population | 2007 

     1.6 Number of operating 

airlines 

Number of airlines with 

scheduled flights originating in 

country | January 2008 and July 

2008 average 

     1.6 International air 

transport network 

Does the air transport network in 

your country provide good 

connections to the overseas 

markets offering the greatest 

potential to your business? (1 = 

no, not at all, 7 = yes, to all of 

my key business markets) 

  2 Ground 

transport 

infrastructure 

2.1 Quality of roads Roads in your country are (1 = 

underdeveloped, 7 = extensive 

and efficient by international 

standards) 

     2.2 Quality of railroad 

infrastructure 

Railroads in your country are (1 

= underdeveloped, 7 = extensive 

and efficient by international 

standards) 

     2.3 Quality of port 

infrastructure 

Port facilities and inland 

waterways in your country are (1 

= underdeveloped, 7 = extensive 

and efficient by international 

standards)* 

     2.4 Quality of domestic 

transport network 

     2.5 Road density Kilometers of road per 100 

square kilometers of land | 2005 

or most recent year available 

  3 Tourism 

infrastructure 

3.1 Hotel rooms Number of hotel rooms per 100 

population | 2007 or most recent 

year available 

     3.2 Presence of major car 

rental companies 

Index of presence of major car 

rental companies | 2008 

     3.3 ATMs accepting Visa 

cards 

Number of automated teller 

machines (ATMs) accepting 

Visa credit cards per million 

population | 2007 
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Sub-index  Pillar   Variable Description 

  4 ICT 

infrastructure 

4.1 Extent of business 

Internet use 

Companies within your country 

use the Internet extensively for 

buying and selling goods, and 

for interacting with customers 

and suppliers (1 = strongly 

disagree, 7 = strongly agree) 

     4.2 Internet users Internet users per 100 population 

| 2007 or most recent year 

available 

     4.3 Telephone lines Telephone lines per 100 

population | 2007 or most recent 

year available 

     4.4 Broadband Internet 

subscribers 

Broadband Internet subscribers 

per 100 population | 2007 or 

most recent year available 

     4.5 Mobile telephone 

subscribers 

Mobile telephone subscribers per 

100 population | 2007 or most 

recent year available 

  5 Price 

competitiveness 

in the T&T 

industry 

5.1 Ticket taxes and 

airport charges 

Index of relative cost of access 

(ticket taxes and airport charges) 

to international air transport 

services | (0 = highest cost, 100 

= lowest cost) | 2008 

     5.2 Purchasing power 

parity 

Ratio of purchasing power parity 

(PPP) conversion factor to 

official exchange rate | 2007 

     5.3 Extent and effect of 

taxation 

The level of taxes in your 

country (1 = significantly limits 

the incentives to work or invest, 

7 = has little impact on the 

incentives to work or invest) 

     5.4 Fuel price levels Retail diesel fuel prices (US 

cents per liter) | 2006 

     5.5 Hotel price index Average room rates calculated 

for first-class branded hotels for 

calendar year in US$ | 2007 

T&T human, 

cultural, and 

natural 

1 Human 

resources 

1.1 Primary education 

enrollment 

 

resources Net primary education 

enrollment rate | 2006 or most 

recent year available 

     1.2 Secondary education 

enrollment 

Gross secondary education 

enrollment rate | 2006 or most 

recent year available 

     1.3 Quality of the 

educational system 

The educational system in your 

country (1 = does not meet the 

needs of a competitive economy, 

7 = meets the needs of a 

competitive economy) 

     1.4 Local availability of 

specialized research 

and training services 

In your country, specialized 

research and training services are 

(1 = not available, 7 = available 

from world-class local 

institutions) 
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Sub-index  Pillar   Variable Description 

     1.5 Extent of staff 

training 

The general approach of 

companies in your country to 

human resources is (1 = to invest 

little in training and employee 

development, 7 = to invest 

heavily to attract, train, and 

retain employees) 

     1.6 Hiring and firing 

practices 

The hiring and firing of workers 

is (1 = impeded by regulations, 7 

= flexibly determined by 

employers) 

     1.7 Ease of hiring foreign 

labor 

Labor regulation in your country 

(1 = prevents your company 

from employing foreign labor, 7 

= does not prevent your 

company from employing 

foreign labor) 

     1.8 HIV prevalence HIV prevalence as a percentage 

of adults aged 15–49 years | 

2007 or most recent year 

available 

     1.9 Business impact of 

HIV/AIDS 

How serious do you consider the 

impact of HIV/AIDS on your 

company in the next 5 years? (1 

= extremely serious, 7 = not a 

problem) 

 

Life expectancy at birth (years) | 

2006 

     1.10 Life expectancy  

  2 Affinity for 

Travel & 

Tourism 

2.1 Tourism openness 

     2.2 Attitude of population 

toward foreign 

visitors 

Are foreign visitors welcome in 

your country (1 = totally 

unwelcome, 7 = very welcome) 

     2.3 Extension of business 

trips recommended 

When senior executives visit 

your country for the first time for 

business purposes, how likely 

are you to recommend extending 

their trip for leisure purposes? (1 

= I would never recommend it, 7 

= I would always recommend it) 

  3 Natural 

resources 

3.1 Number of World 

Heritage natural sites 

Number of World Heritage 

natural sites in the country | 

August 2008 

     3.2 Protected areas Protected areas as a percentage 

of total land area | 2007 

     3.3 Quality of the natural 

environment 

The natural environment in your 

country is: (1 = among the most 

polluted in the world, 7 = as 

clean as the least polluted 

countries in the world) 

     3.4 Total known species Total known species (mammals, 

birds, amphibians) in the country 
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Sub-index  Pillar   Variable Description 

| 2008 

  4 Cultural 

resources 

4.1 Number of World 

Heritage cultural sites 

Number of World Heritage 

cultural sites and Oral & 

Intangible Heritage | August 

2008 

     4.2 Sports stadiums Sports stadium capacity per 

million population | 2008 

     4.3 Number of 

international fairs and 

exhibitions 

Number of international fairs 

and exhibitions held in the 

country annually | 2005–2007 

average 

     4.4 Creative industries 

exports 

Exports of creative industries 

products as a share of world total 

in such exports | 2006 or most 

recent year available 

Source: (WEF, 2009). 
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ABSTRACT 

 

In active landslide, the prediction of acceleration of movement is crucial issue for the design and 

performance of warning systems. Landslide occurs when a sudden increase beyond the critical 

level of groundwater. This is especially true in tropical weather during the wet season. The 

purpose of this study is to use numerical model to simulate groundwater flow. The goal of this 

modelling is to predict the value of unknown nodal points in the groundwater piezometric head. 

The numerical technique used is the finite difference method. The finite difference method is one 

of the oldest, most general applicable and most easily understood methods of obtaining 

numerical solution to steady and unsteady groundwater problems.  After we obtain the algebraic 

approximation equations for each node in solution boundary domain, we solve them with digital 

computer program. Our research presents a broad, comprehensive overview of the fundamental 

concepts and applications of computerized groundwater modelling. The research covers finite 

difference method and includes simulation runs to demonstrate theoretical points described. Our 

model is able to predict the value of aquifer parameters in particular slope.  

 

1. INTRODUCTION 

 

Groundwater is water located under the ground surface in soil poor spaces and in the fractures of 

lithologic formations. In the wet season in countries with tropical rainforests, the rate of 

accumulation of groundwater is greater than normal.  Groundwater levels may accelerate as 

rainfalls increase both in terms of frequency and in amount Figure (1.1).  This leads to sudden 

and unpredicted landslides.  Most landslides are preceded by a saturation of a slope.  This is 

commonly caused by heavy rainfall events, periods of extended precipitation that saturate the 

upper part of the slope, or increase in groundwater levels.  

 

 

 

 

 

 

 

Figure (1.1): The potential for landslide increases when groundwater levels rise due to rain, or 

landscape irrigation 

mailto:adam@cs.usm.my
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Landslides are a recurring hazard in Malaysia.  They occur in a majority of states in Malaysia.  

Additionally, landslides and the many other ground failures result in many direct and indirect 

expenses to society. Some of these direct costs include lost of life and the actual physical damage 

which runs the gamut from cleanup and repair to replacement.  Indirect costs are harder to 

measure and include business disruption, loss of tax revenues, reduced property values, loss of 

productivity, losses in tourism, and losses from litigation.  Therefore, we need to study the 

effects of landslides. , And, as we mentioned earlier, all previous studies about landslide have 

considered the increase in groundwater level caused by slope collapse. In our research we study 

a model of groundwater to measure the groundwater in a particular slope in order to predict the 

amount of water and if it has reached a supercritical level. Groundwater models may be used to 

predict the effects of hydrology on the behaviour of the aquifer.  These are often called 

groundwater simulation models. As the calculations are based on mathematical equations, often 

with approximate numerical solutions, these models are also called mathematical/numerical 

groundwater models. A mathematical model consists of a set of differential equations that are 

known to govern the flow of groundwater. Mathematical models of groundwater flow have been 

in use since the late 1880’s.  

As (Wang and Anderson, 1982) state in their book, "Introduction to Groundwater Modelling,” 

they consider two types of models:  finite difference models and finite element models. The 

finite difference models described are based on Laplace's equation and the finite element models 

described are based on Poisson's equation. Both of them compare and test the numerical 

solutions by a classical analytical solution of a similar problem. After one year, (Hunt, 1983) 

wrote in his book, "Mathematical Analysis of Groundwater Recourses," He considers the finite 

difference method as one of the approximate solutions for boundary-value problems because it is 

an easily understood method that can provide an approximate solution under very general 

circumstances.  On the other hand, Hunt says, analytical solution is usually easier and more 

economical to use and interpret then numerical solution.    Additionally, they are often useful as 

standards to test the accuracy of numerical models. (Corominas, Moya, Ledesma, Lloret, and 

Gili, 2004) investigate the prediction of ground displacements and velocities from groundwater 

level changes at the Vallcebre landslide (Eastern Pyrenees ,Spain). Their model to predict both 

landslide displacements and velocities was performed at Vallcebre by solving the momentum 

equation in which a viscous term (Bingham and Power Law) was added. They found that the 

landslide is very sensitive to rainfall, cracks, and drainage pathways. These models used in the 

time-dependent simulations are based on this "dynamic approach" rather than just considering 

"static" limit equilibrium. 

The subject of this research is using the numerical methods to solve mathematical model that 

simulate groundwater flow and contaminant transport.  We consider the finite difference method 

to be the numerical technique to solve our model. The finite difference method is an easily 

understood method that can provide approximate solutions under general circumstances. A 

mathematical groundwater model for steady flow conditions consists of a governing equation 

and boundary conditions which simulate the flow of groundwater in a particular problem 

domain. To solve our model we have to calculate the value of head at each point in system. The 

numerical techniques that we consider are finite difference methods which provide a rationale for 

operating on the differential equations.  Using a computer, one can solve large number of 

algebraic equations by iterative solution as in our model. We solved 29 algebraic equations by 

using Gauss Seidel iterative methods.  
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2. THE FINITE – DIFFERENCE METHOD 

The finite difference method is considered as the most applicable and easily understood methods 

of obtaining numerical solutions to steady and unsteady groundwater flow problems.  The 

general method consists of superimposing a finite – deference grid of nodes upon the solution 

domain.  Actually, each node is given a global identification number and its surrounding of each 

of these nodes, where the dependent variable is approximated with a finite – degree polynomial 

whose coefficients are written in forma of the unknown values of the dependent variable at the 

surrounding nodes. So this polynomial is used to obtain an algebraic approximation for the 

partial differential equation for each internal node beside an algebraic approximation for 

boundary condition at each node site upon or near the solution domain boundary. 

After we obtain the algebraic equations for each node we can solve the equation simultaneously 

to obtain the unknown value of the dependent variable at all nodes. 

 

3. SOLUTION OF THE FINITE-DIFFERENCE EQUATIONS 

There are two method to solved the system of simultaneous equation that is generated by writing 

equation at each interior node and equation  at each boundary node   we can solved by direct 

elimination method such as Gaussian elimination or iterative method such as the Gauss –Seidel 

iteration. We can say the direct method more efficient under certain circumstances. However, 

some of applications consider here may need simultaneous solution of one or two thousand 

equations with sparse matrix and relatively large diagonal terms in the coefficient matrix. For 

these conditions, the iterative methods are easier to cod for computer, where it's take less 

computer storage and less computational time for that we will consider the iterative methods. 

 

4. ANALYSIS AND DISCUSSION 

4.1 The Model of Groundwater 

The groundwater models are representations of reality and, if properly constructed, can be 

valuable predictive tools for the management of groundwater as one of water resources and a 

tool to predict the effects of groundwater on the movement of landslide as our case study. Of 

course, the validity of the predictions is predicated on how well the model approximates filed 

conditions. 

The development and building of models for groundwater levels have to follow a specific 

number of well defined steps: 

4.1.1- Identify the Particular Problem 

For our research we want to know how much water can be in a particular area in the slope or the 

groundwater level at the slope. Therefore, one of the main factors during landslide is the level of 

the forces associated with groundwater. If we can predict the groundwater when it's reaching the 

critical level in the slope this will be useful as an early warning message to the people who could 

be affected by the landslide. 

4.1.2- Formulate the Boundary Value Problem 

The problem of formulation assists us in organizing our thinking about a particular problem.  We 

will give each node a global identification number, as well as in the neighbourhood of each of 



486 
 

these nodes. The dependent variable h (piezometric head) is approximated with a finite degree 

polynomial whose coefficients are written in terms of unknown values of the dependent variable 

at the surrounding nodes. 

We will use this polynomial to obtain two algebraic equations 

i. An algebraic approximation for the partial differential equation at each interior node. 

ii. An algebraic approximation for a boundary condition at each node that lies upon or 

beside the solution domain boundary. 

The equation for a steady two dimensional flow is. 

                                                (1.1) 

where 

:Vector operator del (L-1)           

T: Transmissivity (L2 T-1)  

h:  piezometric head   

:  aquifer permeability (L T-1) 

:  aquifer thickness (L) 

: discharge form a well at node 0. 

R: rainfall recharge. 

By simplifying this equation and putting in more convenient forms by collection terms which are 

coefficients of the unknown values of h:  

                                                         (1.2a) 
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 (1.2c) 

                                                           (1.2d) 

 

We conclude from Equation (1.2) the approximate algebraic for the partial differential equation 

at each interior node. With this equation we will solve it in our code because it gives us the 

values of dependent variable h at every interior node that lies inside the solution domain 
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boundary. After we obtain the algebraic approximation for each interior node .We have to obtain 

the algebraic approximation for each interior node which lies upon or beside the solution 

domain. 

Along the boundaries, the condition to obtain an algebraic approximation is  

                                                                       (1.3) 

 

where 

   : Aquifer bulk coefficient of compressibility. 

 : Bulk coefficient of compressibility for water . 

F: a prescribed function equal to the elevation of the water surface above the coordinate origin. 

In general     and F are discontinuous functions. We can put 1, 0   and F=f or      

  and F=0. 

We will approximated the equation (1.3) in the neighbourhood of the three node grid show in 

figure (1. 2a) by using the following first –degree polynomial: 

          

          
     

 
  

     

 
                                                                                             

    Depending upon whether node 0 lies within or outside of  the solution domain, respectively, 

For that equation(1. 4)gives 

                                                                    (1.5)  

  

                                                                                    (1.6) 

                                                                             (1.7) 

 

 

 

 

 

 

 

 

Figure (1.2) a & b: A three node grid along a boundary 
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In which    denotes the value of  F  at point P and coefficients,  are given by 

                                                                (1.7a) 

 

                                                                             (1.7b) 

 

                                                                            (1.7c) 

 

Equation (1. 7) is the algebraic approximation to equation (1. 3) that is written for each node that 

lies either on or adjacent to the solution domain boundary. Therefore, we can state that we obtain 

the two algebraic approximations. The first one is for the interior nodes and the second one is for 

the nodes which lie upon or adjacent to the solution domain boundary. 

 

                                     (1.2) 

                                          (1.7) 

These two equations are the formulation of the boundary value   problem and we will solve these 

two equations in step four by using the finite difference method after we blog our data.  

4.1.3- Collect Field Data 

Prior to starting step three, we need to know that step two and step three are serial because a 

correctly posed boundary value problem cannot be constructed without first knowing these 

basics, such  as the location and the type of aquifer boundaries, the  sources of recharge, etc. 

Additionally, collecting large amounts of field data before the problem is defined mathematically 

can lead to large expenditures of time and money in collecting data that is unnecessary. 

This step is usually the most expensive and time consuming part of any investigation in that we 

have to use the skills and experiences of a large number of people in various fields.  Actually, we 

need different experts for different aspects. We obtain the recharge rates from rainfall for the 

slope which is in our study. The location of this slope is in Jalan Tun Sardon, Pulau Pinang, 

Malaysia; see Figure (1.3). 

 

 

 

 

 

 

Figure (1.3): General view of Jalan Tun Sardon slope 
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N interior nods 

NB 

boundary 

nods 

We determined the accumulation of rainfall for the period from 30 August 2008 until 

13September 2008.  We will use the two weeks to demonstrate how much the accumulation of 

rainfall changes when the weather is taken into consideration for this area of Malaysia which is 

located in the tropical rainforest.  Figure (1.4) illustrates the water level Vs time. 

We have selected the 30th of August, 2008, because there is an increasing accumulation of 

rainfall.  The recharge of rainfall is significant data for our study because it is one of the 

coefficients that will be used in our algebraic equation (1.3)  and R will create a specified 

maximum for h of  the accumulation of rainfall R for 30th August 2008 is m. 

 

 

Figure (1.4): Rainfall data           Figure (1.5): Rainfall data 

 

We now need to determine the piezometric head for each interior point or for each point that lies 

on or next to the boundary domain. Since we don’t have the kind of tools needed, which are 

difficult to obtain and which are too costly, we will use the same piezometric head that Hunt 

(1983) employed as well as our recharge of rainfall.  Let us assume the solution domain 

boundary as shown in figure (1.5) and NB the number of boundary points, and N, the number of 

nodes in the interior grid.  

Probably the main difficulty is to relate the global and the local numbering schemes in a way 

which has enough flexibility to solve problems on solution domain with curved boundaries. We 

can overcome this problem with the flowing scheme: 

1. Each point that lies on or next to the boundary is assigned a global number between 1 and 

NB. Also, each interior point is assigned a global number between NB+1 and N. 

2. Each of these points is assigned a series of either four or two integers that give the global 

number of surrounding nods. For the interior nodes N these integers will be called in our 

cod I D(I,J)  where I goes from I through 4.  For the boundary nodes NB I D(I,J) where J 

goes from 1 through 2. These integers and global number of the nodes corresponds with 

local numbering. 

 

 

 

 

Figure(5.4) 
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Solution  

domain 

boundary 
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16 I D(I,1) 

r nods 

I D(I,0) 

r nods 

I D(I,2) 

 

   

 

 

   

 

 

 

 

 

 

 

 

Figure (1.6):  A typical three node boundary node 

 

For example, to make this clear we take: Boundary node 1, I D(1,j)  where J = 1and 2, I D (1, 1) 

= 16, and I D(1,2)=22. As Figure (1.6) and this describe our input data where we take the NB=16 

 

4.1.4- Solve the Boundary Value Problem That Was Formulated In Step Two 

In step four we calculate answers to the equations that were posed in step two and the data 

gathered in step three is incorporated directly into the formulation and solution of the problem. 

In our study to solve the system of simultaneous equations that are generated by writing equation 

(1.7) at each interior node and equation (1.2) at each boundary node, we can solve them through 

various methods. We must first choose the finite difference method because it is an easily 

understood method that can provide approximate solutions under very general circumstances. In 

short, iterative methods consist of guessing and adjustments. There are three iterative techniques:  

Jacobi iteration, Gauss Seidel iteration, and Successive over Relaxation (SOR).  Jacobi iteration 

is the least efficient and is seldom used.  Gauss Seidel iteration can be considered to be a special 

case of Successive over Relaxation.  

The change between two successive and Gauss Seidel iterations is called” residual c.  In the 

method of SOR, the Gauss Seidel residual multiplied by relaxation factor      For the SOR 

method      .For the Gauss Seidel method      

However, the applications considered here require the simultaneous solution of twenty nine 

equations with a sparse matrix and relatively large diagonal terms in the coefficient matrix.  With 

these  conditions, our choice is  the Gauss Seidel  iterative method  since it  is easier to code  for 

a computer ,it  requires considerable less computer storage,  and it uses  less computational time.  

The Gauss Seidel method will be the last step for the code.  After calculating the coefficient of 

two previous equations to obtain the matrix,   we will solve it by Gauss Seidel iteration to 

estimate for (piezometric head) h. Then we will run the program by using our data with recharge 

of rain full R=0.0000008m/s=2104mm/month, the output as below in Figure (1.8). 

 

5. ANALYSIS FOR OUTPUT 

 

From the Figure (1.7) above we note that the aquifer has been assumed to be homogeneous, that 

h will be the change in water level created by the uniformly distributed recharge rate R and that 

the problem is inverse problem in which the unknown is the value for R that will create a 

specified maximum for h.  However, this inverse problem is easily to solved because the 
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problem is liner in both hand R. Thus, multiplying all of the equations by the same constant  , 

shows that if a recharge rate of R creates a water level change of h. Then a recharge rate     will 

create a water level change of   . The output for the computer program gives the water table rise 

for a recharge rate of R (Hunt data) R =          m/s = 263 mm/month. Since the maximum 

computed rise is 0.315m at the node 12.  

The value for R that will give a maximum water level rise of 1 meter is 

  
  

     
     mm/ month=835 mm/month . 

This of course, is the maximum rate at which recharge water could actually be allowed to enter 

the saturated portion of the aquifer. For that we conclude the increase of recharge of the rainfall 

as show Figure (1.9) especially for the countries with tropical rainforests as our case this leads to 

increasing in the water table then unpredicted landslide.  

 

 

 

 

 

 

 

Figure 1.7: the values of the h at each node in solution boundary domain 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1.8: The change of h when increase of recharge of the rainfall 

  

Solution 

for h at 

node 12

0

0.5

1

1.5

2

2.5

3

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

Solution for h

0

0.5

1

1.5

2

2.5

3

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

The chang of h when increase of 

recharge the rainfall

Our data Hunt data



492 
 

6. CONCLUSION 

Groundwater flow models have a very long history and come in many diverse forms. Early flow 

models were based primarily on the finite difference method of the approximation of governing 

field equations. Finite difference models, both simple in their concept and computationally 

efficient, found broad acceptance by the general groundwater community. 

Each model should be constructed to answer specific questions.  Indeed, the detail and accuracy 

of a model depends on the question it is designed to answer. Our model is designed to predict the 

amount of water in a particular solution boundary domain in a slope that possibly can collapse. 

The answers generated using mathematical models are dependent on the quality and the quantity 

of the field data available that is used to define the input parameters and boundary conditions. 

Collection of this field data is the most difficult, the most expensive, and the most time 

consuming part of modelling, as mentioned in chapter two.  The success of any modelling 

largely depends upon the availability and reliability of measured or recorded data required for 

the study.  Usually, in most modelling projects, the time and effort spent on the pre-processing 

and post-processing of data far exceeds the time spent on other project activities. The reliability 

of predictions from groundwater models depends on how well the model approximates the field 

situation. Inevitably, simple assumptions must be made in order to construct a model because the 

field situation is too complex to be simulated exactly.  To deal with more realistic situations like 

ours, we have to solve the mathematical models approximately using a numerical technique. 

From many studies in groundwater modelling we found the most easily understood and most 

applicable method in obtaining numerical solutions to steady groundwater flow to be the finite 

difference method.  Therefore, the finite difference method is our choice to obtain the algebraic 

approximation equations for the solution boundary domain we have established. When we have 

to obtain two kinds of algebraic approximation equations, the first one for the nodes lies upon or 

beside the boundary while the second one is the partial differential equation for the interior 

nodes.  After obtaining the algebraic equations for each node we can solve the equations 

simultaneously to obtain the unknown value of the dependent variables at all nodes. 

The dramatic advances in the efficiency of digital computers during this past decade have 

provided hydrologists with a powerful tool for numerical modelling of groundwater systems.  

We used the computer program in Matlab 7.0 to solve a large number of algebraic equations by 

iterative techniques as in the Gauss Seidel method. The result of the program is the groundwater 

peizomtric head. This helps us to predict the amount of water in ground surfs or in the aquifer.  It 

also gives us a clear idea of the effect of a recharge of rainfall and how much it will  create a 

specific maximum for h (piezometric head). Additionally, we obtain the value of R (rainfall 

recharge) that will give a maximum water level rise of 1 meter. The model can be used to predict 

the acceleration of movement for landslide. 
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ABSTRACT 

 

We propose a test for non-causality at various horizons for infinite-order vector autoregressive. 

We first introduce multiple horizon infinite-order vector autoregressions which can be 

approximated by a multiple horizon finite-order vector autoregressions. The order is assumed to 

increase with the sample size. Under some regularity conditions, we study the estimation of 

parameters obtained from the approximation of the infinite-order autoregression by a finite-order 

autoregression. The test can be implemented simply through linear regression methods and do 

not involve the use of artificial simulations. The asymptotic distribution of the new test statistic 

is derived under the hypothesis of non-causality at various horizons. An asymptotic power of the 

test will be studied. Bootstrap procedures are also considered. The methods are applied to a VAR 

model of the US economy. 

 

1. INTRODUCTION 

 

The concept of causality introduced by Wiener (1956) and Granger (1969) is now a basic notion 

for studying dynamic relationships between time series. The literature on this topic is 

considerable; see, for example, the reviews of Pierce and Haugh (1977), Newbold (1982), 

Geweke (1984), Lütkepohl (2005) and Gourieroux and Monfort (1997)[chapter 10]. The original 

definition of Granger (1969), which is used or adapted by most authors on this topic, refers to the 

predictability of a variable )(tX , where t  is an integer, from its own past, the one of another 

variable )(tY  and possibly a vector )(tZ  of auxiliary variables,  one period ahead: more 

precisely, we say that Y  causes X  in the sense of Granger if the observation of Y  up to time t   

( tY  :)( ) can help one to predict 1)( tX when the corresponding observations on X  and Z  

are available  ( tZX  :)(),( ); a more formal definition will be given below. 

Recently, however, Lütkepohl (1993) and Dufour and Renault (1998) have noted that, for 

multivariate models where a vector of auxiliary variables Z  is used in addition to the variables 

of interest X  and Y , it is possible that Y  does not cause X  in this sense, but can still help to 

predict X   several periods ahead; on this issue, see also Sims (1980), Renault, Sekkat and 

Szafarz (1998) and Giles (2002). For example, the values )(Y  up to time t  may help to predict 

2)( tX , even though they are useless to predict 1)( tX . This is due to the fact that Y  may 

help to predict Z  one period ahead, which in turn has an effect on X  at a subsequent period. It 

is clear that studying such indirect effects can have a great interest for analyzing the relationships 

between time series. In particular, one can distinguish in this way properties of ``short-run (non-) 

causality" and ``long-run (non-)causality''. 
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In that case, Dufour, Pelletier and Renault (2006) studied the problem of testing non-

causality at various horizons as defined in Dufour and Renault (1998) for finite-order vector 

autoregressive (VAR) models. However, it is usually known that a finite-order VAR process is a 

rough approximation to the true data generation process (DGP) of a given multivariate time 

series. Different tests were developed to study causality and orthogonality of two infinite-order 

autoregressive vector series, see Bouhaddioui and Roy (2006), Bouhaddioui and Dufour (2008, 

2009b).  

In this paper, we develop a test of non-causality at various horizons as defined in Dufour and 

Renault (1998) for infinite-order autoregressive (VAR( )) series. For a given sample size N , 

the true VAR( ) model is approximated by a finite order VAR( p ) model where the order p  is 

a function of the sample size N  that tends, at some rate, to infinity as N  increases.  

In such models, the non-causality restriction at horizon one takes the form of the relatively 

simple zero restrictions on the coefficients of the VAR [see Boudjellaba, Dufour and Roy (1992) 

and Dufour and Renault (1998)]. However, as cited in Dufour, Pelletier and Renault (2006), non-

causality restrictions at higher horizons (greater than or equal to 2) are generally nonlinear, 

taking the form of zero restrictions on multilinear forms in the coefficients of the VAR. When 

applying standard test statistics such as Wald-type test criteria, such forms can easily lead to 

asymptotically singular covariance matrices, so that standard asymptotic theory would not apply 

to such statistics. Further, calculation of the relevant covariance matrices (which involve the 

derivatives of potentially large numbers of restrictions) can become quite awkward.  

Consequently, we propose simple tests for non-causality restrictions at various horizons [as 

defined in Dufour and Renault (1998)] which can be implemented only through linear regression 

methods and do not involve the use of artificial simulations [e.g., as in Lütkepohl-Burda (1997)]. 

This will be done, in particular, by considering multiple horizon infinite-order vector 

autoregressions [called  ( ,h)-autoregressions] which can be approximated by a multiple 

horizon finite-order vector autoregressions [called  (p,h)-autoregressions]. The order p  obeys to 

some constraints and is a function of the sample size. Under some regular conditions, the 

parameters of interest can be estimated by usual linear methods.  

In section 2, we describe the model considered and introduce the notion of infinite-order 

autoregression at horizon h  [or ( , h )-autoregression] which will be the basis of our method. 

We study the estimation of parameters obtained from the approximation of the ( , h )-

autoregression by a finite ( p , h )-autoregression. In section 3, we study the testing of non-

causality at various horizons for infinite-order stationary processes. In section 4, we study the 

asymptotic power of the test under a specific local alternatives. Finally, in section 5, we conduct 

a small Monte Carlo experiment in order to study the exact level and power of the test for finite 

samples. 

 

2. MULTIPLE HORIZONS INFINITE-ORDER AUTOREGRESSIONS 

 

Consider a m -dimensional infinite-order autoregressive process of the form  
 

 
=1

= , ,t t k t k t

k

t


  X μ π X a Z  (1) 
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where '

mtttt XXX ),,,(= 21 X  is a 1m  random vector, 
tμ  is a deterministic trend, 

=1
<kk


 π  and .  is the Euclidean matrix norm defined by = ( )'A tr A A . We suppose that 

Σaa ts

'

ts =][E , Z st,  with 1=ts  if st =  and 0  elsewhere and Σ  is positive definite matrix. 

The innovation process }{ ta  satisfies the following assumption: 

Assumption 1: The m -dimensional strong white noise }),,(={= 1

'

mttt aa aa  is such that 

0=)(aE , its covariance regular matrix Σ  and finite fourth moments.  This usual representation, 

1, is an autoregression at horizon 1. At time ht  , where h  is an integer, we can write  

 

 
1

( ) ( )

=1 =0

= , ,
h

h h

t h t k t h k j t h j

k j

t
 

       X μ π X ψ a Z  

 

where 
mI=0ψ  is the )( mm  identity matrix. The appropriate formulas for the coefficients )(h

kπ , 
)(h

tμ  and jψ  are given in Dufour and Renault (1998) and Dufour, Pelletier and Renault (2006). 

We can also write that equation in the following way  

 

 ( ) ( )= ( ) , ,' h ' ' h '
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where ],,[=)( 1 '

t

'

t

't XXX , 'hhh ],,[= )(

2

)(

1

)( πππ  and jhtj

h

j

'

ht 



  aψu
1

0=
= . We call 2 an " 

infinite-order autoregression at horizon h ". We suppose that the deterministic part of such 

autoregression is a linear function of a finite-dimensional parameter vector,  i.e.  

 
)()( )(= h

t

h

t Dhμ  (3) 

 

where )(h  is a nm  coefficient vector and )(h

tD  is a 1n  vector of deterministic regressors. If 

tμ  is a constant vector, then )(h

tμ  is also a constant vector which can be denoted by h

h

t =)(
μ . 

Based on realization TXXX ,,, 21   of length T , we fit an autoregression model of order p , 

whose coefficients are denoted by )(

,

)(

1, ,, h

pp

h

p ππ   and we can write  

 

  .,,=)( )(

,

)(

1,
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If we define by  
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the corresponding least square estimator )(ˆ )( ph
Π  is given by  
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In the sequel, we state the following assumptions. 

 

Assumption 2: p  is a function of T  such that  

 

 
3

= 1

, 0 < .j

j p

p
p and T as T

T





    π  (6) 

  

To derive the asymptotic properties of )(ˆ )( ph
π , we can also express the OLS estimator as  

 

 ,ˆˆ=)(ˆ 1

1,

)( 

p

'

p

h p ΓΓΠ  (7) 

  

where  
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and  
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 . 

 

The consistency rate of )(ˆ )( ph
Π  is given in the following proposition.   Let }{ tX  be a process 

given by (2) and satisfying the Assumption 2. Under the Assumption 2, the estimator )(ˆ )( ph
Π  

defined by (7) is such that  

 
1/2

( ) ( )

1/2
ˆ ( ) ( ) = ( ).h h

p

p
p p O

T
Π Π  

 

Now, if we suppose that the process 
tX  is second-order stationary, we define the autocovariance 

matrix at lag k  by )(=)( '

kttk XXΓ E , Zk . 
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3. TESTS OF CAUSALITY FOR AN INFINITE-ORDER STATIONARY 

h -AUTOREGRESSIONS 

 

Let us now consider the following hypothesis  

 

  2, 1,=0,=:)( )(

0 ih h

iRH  

 

where R  is a )( mpnq   matrix of rank q . In particular, as mentioned in Dufour, Pelletier and 

Renault (2006), if we wish to test the hypothesis that jtx  does not cause 
itx  at horizon h , the 

restriction would take the form  
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h

ijk
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π , 1,2,=k .  From the model (2) and from the equation (7), we have  
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where )()(=)( )( ppp h'

t

'

htht ΠXXu  , and under the hypothesis 0H , we have  
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which can be also decomposed as  
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 (8) 

 

Also, we denote by )(h

uΣ  the covariance matrix of }{ )(h

tu  and )(ˆ h

uΣ  is its estimator such that  

 

 )(0,)ˆ( )()(
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L
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where 
L

  denotes convergence in law and 
hΩ  is a given matrix. The test statistic is based on the 

following quadratic form  

 

 )(ˆ)(ˆ)()(ˆ=)ˆ,ˆ( )(1

,

)()()( ppT h
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'

p

'hh

u

h
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where ))(ˆ(=)(ˆ )()( pvecp hh
Ππ  and ))(ˆˆ)((=ˆ )(1

,

'

p

h

upphp RΣΓRΔ   II . Now, we consider the 

following statistic test which is a standardized version of )ˆ,ˆ( )()( h

u

h
ΣuT  given by  
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The main result to test the non-causality is stated in the following theorem.    

 

Theorem 1: Let }{ tX  be a process given by (2) and satisfying the Assumption 2. If the order p  

satisfies the Assumption 2 and under any hypothesis of the form )(0 hH , we have  
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Proof. Using the decomposition (8), we start by defining the pseudo-statistic  
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where  
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asymptotic distribution of )(h

TQ  follows from the next two propositions. The proof is given in the 

appendix of a technical report available from the author (Bouhaddioui and Dufour (2006b)).   

 

Proposition 1: Under the assumptions of Theorem 3, we have that  
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Proposition 2: Under the assumptions of Theorem 3, we have that  (0,1).
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4. LOCAL ASYMPTOTIC POWER 

 

Let consider the series of local alternative hypothesis  
 

 
( )

( ) ( ) : = ( ), =1,2, ,h

T i i
p

h T i R  

 

where
1 1( ) = ( ( ), , ( )) = ( , , ) =p p p pT vec T T T vec     and ( ) 0i T   as T . We can 

give the following theorem which characterizes the local power behavior of the test for the 

particular class of local alternatives designed by ( ) ( )T
p

H h . The proof is given in the appendix of 

a technical report available from the author (Bouhaddioui and Dufour (2006b)). 

 

Let }{ tX  be a process given by (2) and satisfying the Assumption 2. If the order p  satisfies the 

Assumption 2 and under the local alternative hypothesis of the form ( ) ( )T
p

H h  with 

1/2( ) =p pT T  , we have  
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p
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5. EMPIRICAL ILLUSTRATION AND SIMULATION 

 

In this section, we present an application of these causality tests at various horizons to 

macroeconomic time series. The data set considered is the one used Bernanke and Mihov (1998) 

and Dufour, Pelletier and Renault (2006) in order to study United States monetary policy. The 

data set considered consists of monthly observations on nonborrowed reserves (NBR, also 

denoted 1 ), the federal funds rate ( r, 2 ), the GDP deflator ( P, 3 ) and real GDP ( GDP, 4 ). 

The monthly data on GDP and GDP deflator were constructed by state space methods from 

quarterly observations [for more details, see Bernanke and Mihov (1998)]. The sample goes from 

January 1965 to December 1996 for a total of 384 observations. In what follows, all variables 

were first transformed by a logarithmic transformation.  

Before performing the causality tests, we must specify the order of the VAR model. First, in 

order to get apparently stationary time series, all variables were transformed by taking first 

differences of their logarithms. In particular, for the federal funds rate, this helped to mitigate the 

effects of possible break in the series in the years 1979-1981. Once the data is made stationary, 

we use a nonparametric approach for the estimation and Akaike's information criterion to specify 

the orders of the long VAR( k) models. Using Akaike's criterion for the unconstrained VAR 

model, which corresponds to four variables, we observe that it is minimized at 16=k .  
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Vector autoregressions of order p  at horizon h  were estimated as described in section 2 and 

the matrix NW

ipV̂ , required to obtain covariance matrices, were computed. On looking at the 

values of the test statistics )(h

TQ  and their corresponding p -values at various horizons it quickly 

becomes evident that the (0,1)N  asymptotic approximation of the statistic )(h

TQ  is very poor. 

Now, let consider the GDP as the VAR(16) estimated with our data in first difference but we 

impose that some coefficients are zero such that the federal funds rate does not cause GDP up to 

horizon h  and then we test the r 
h

GDP  hypothesis. The constraints of non-causality from j  

to i  up to horizon h  that we impose are  
 

 ,10,=ˆ plijl   (13) 

 

 .1,10,=ˆ mkhlikl   (14) 
 

Rejection frequencies for this case are given in Table 1. 

In light of these results we computed the p -values by doing a parametric bootstrap, i.e. doing an 

asymptotic Monte Carlo test based on a consistent point estimate [see Dufour (2006)]. The 

procedure to test the hypothesis j  ( )|
h

i jI  is the following: 

1. An unrestricted VAR( p ) model is fitted for the horizon one, yielding the estimates 
(1)̂  and ̂  for (1)  and  . The autoregressive order was obtained by minimizing 

the AIC criterion for Pp  , where P  was fixed to 24 

2. An unrestricted ( hp, )-autoregression is fitted by least squares, yielding the estimate 
)(ˆ h  of )(h  

3. The test statistic ( )h

TQ  for testing non-causality at the horizon h  from j  to i  is 

computed. We denoted by 
,T j

Q


( ) (0)h

i
 the test statistic based on the actual data 

4. N  simulated samples from (2) are drawn by Monte Carlo methods, using )()( ˆ= hh   

and  ˆ= . We impose the constraints of non-causality 0=ˆ
ijk , pk ,1,=  . 

Estimates of the impulse response coefficients are obtained from (1)̂  through the 

relations described in Eq. (4). We denote by 
,T j

Q


( ) (0)h

i
 the test statistic for 

j
H



( )h

i
 

based on n th simulated sample ( Nn 1 ). 

 

5. The simulated p-value 
,

ˆ[
T j

p Q


( ) (0)]h

i
 is obtained, where  
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=1

ˆ[ ] = {1 [
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T j
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p x Q


  ( ) ( ) ]}/ ( 1),h
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where [ ] =1x  if 0x  and [ ] = 0x  if 0<x . 

 

6. The null hypothesis j
H



( )h

i  is rejected at level   if ,
ˆ[

T j
p Q



( ) (0)]h

i


. 
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7. Finally, for each nominal level 1%,5%=  and 10% , we obtained from the 2000 

realizations (with 999=N ), the empirical frequencies of rejection of the null 

hypothesis of non-correlation. The power analysis was conducted in the similar way 

using the model VAR   for different values of  .  

 

From looking at the results in Table 1, we see that we get a much better size control by using this 

bootstrap procedure. The rejection frequencies over 1000 replications (with 999=N ) are very 

close to the nominal size. Although the coefficients j 's are functions of j 's we do not 

constrain them in the bootstrap procedure because there is no direct mapping from )(h

k  to k  

and j . This certainly produces a power loss but the procedure remains valid because the j 's 

are computed with the 
k̂ , which are consistent estimates of the true 

k  both under the null and 

alternative hypothesis. To illustrate that our procedure has power for detecting departure from 

the null hypothesis of non-causality at a given horizon we ran the following Monte Carlo 

experiment. We again took a VAR(16) fitted on our data in first differences and we imposed the 

constraints (13)-(14) so that there was no causality from r  to GDP  up to horizon 12. Next the 

value of one coefficient previously set to zero was changed to induce causality from r  to GDP  

at horizon 4 and higher:  =(1,3)3 . As   increases from zero to one the strength of the 

causality from r  to GDP is higher. Under this setup, we could compute the power of our 

simulated test procedure to reject the null hypothesis of non-causality at a given horizon. The 

power curves are plotted as a function of   for the various horizons. The level of the tests was 

controlled through the bootstrap procedure. In this experiment we took again 999=N  and we 

did 1000  simulations. These curves are plotted in Bouhaddioui-Dufour (2009b). As expected, 

the power curves are flat at around 5%  for horizons one to three since the null is true for these 

horizons. For horizons four and up we get the expected result that power goes up as   moves 

from zero to one, and the power curves gets flatter as we increase the horizon. 

Now that we have shown that bootstrap procedure does have power we present causality tests 

at horizon one to 24 for every pair of variables in Tables 2 and 3 presented in Bouhaddioui-

Dufour (2009b). For every horizon we have 12 causality tests and we group them by pairs. When 

we say that a given variable cause or does not cause another, it should be understood that we 

mean the growth rate of the variables. The p -values are computed by taking 999=N . Table 4 

summarize the results by presenting the significant results at the 5% and 10% levels.  

The first thing to notice is that we have significant causality results at short horizons for some 

pairs of variables while we have it at longer horizons for other pairs. This is an interesting 

illustration of the concept of causality at horizon h  of Dufour and Renault (1998). 

The instrument of the central bank, the nonborrowed reserves, cause the federal funds rate at 

horizon one, the prices at horizons 1, 2, 3 and 9 (10% level). It does not cause the other two 

variables at any horizon and except the GDP at horizon 12 and 16 (10% level) nothing is causing 

it. We see that the impact of variations in the nonborrowed reserves is over a very short term. 

Another variable, the GDP, is also causing the federal funds rates over short horizons (one to five 

months). 

An interesting result is the causality from the federal funds rate to the GDP. Over the first 

few months the funds rate does not cause GDP, but from horizon 3 (up to 20) we do find 

significant causality. This result can easily be explained by, e.g. the theory of investment. Notice 

that we have following indirect causality. Nonborrowed reserves do not cause GDP directly over 
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any horizon, but they cause the federal funds rate which in turn causes GDP. Concerning the 

observation that there are very few causality results for long horizons, this may reflect the fact 

that, for stationary processes, the coefficients of prediction formulas converge to zero as the 

forecast horizon increases. 

 

Table  1: Rejection using the asymptotic distribution N(0,1) with VAR(16)  
     Asymptotic      Bootstrap 

h
h  

 
α=5%  

 
α=10% 

 
h 

 
α=5% 

 
α=10% 

 
h 

 
α=5% 

 
α=10% 

 
h  

 
α=5% 

 

α=10% 

 1   22.2   32.2   7   36.9   52.3   1   5.2   9.6   7   4.3   10.8  
2   23.4   38.6   8   39.4   55.6   2   4.8   9.3   8   4.1   9.6  
3   27.6   40.5   9   42.8   58.4   3   4.9   10.5   9   4.8   9.1  
4   31.2   44.2   10   46.6   61.5   4   5.8   11.0   10   5.6   10.7  
5   32.7   46.4   11   49.5   63.4   5   6.0   9.8   11   5.4   10.4  
6   34.6   48.8   12   53.7   66.8   6   5.3   10.2   12   4.1   9.1  

  

 

Table  2: Summary of Causality relations at various horizons for series in first difference. 

 h    1   2   3   4   5   6   7   8   9   10   11   12  

 NBRr   
 **   *                                

r NBR   
                      **      *        

 NBRP   
 **   **   *         **   *                 

PNBR   
                                    

 

NBRGDP   

 *                                   

GDPNBR   
                                    

 r P   
 *   *                                

Pr   
                                    

 r GDP   
       *   **   *   **   **   **   **   **   **   **  

GDPr   
 **   **   **   **   **   *                    

 PGDP   
                                    

GDPP   
             *   **   *   *   **           

  h    13   14   15   16   17   18   19   20   21   22   23   24  

 NBRr   
                                    

r NBR   
                                    

 NBRP   
                                    

PNBR   
                                    

 

NBRGDP   

                                    

GDPNBR   
       *   *                          

 r P   
                                    

Pr   
                                    

 r GDP   
 **   **   **   **   **   **   **   *   *           

GDPr   
                                    

 PGDP   
                                    

GDPP   
                                    

Note: The symbols * and ** indicate rejection of the non-causality hypothesis at the 10% and 5% 

levels, respectively. 
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Using the results of Proposition 4.5 in Dufour and Renault (1998), we know that for the highest 

horizon that we have to consider is 33 since we have a VAR(16) with four time series. Causality 

tests for horizons 25 through 33 were also computed but are not reported. Some p -values 

smaller or equal to 10% are scattered over horizons 30 to 33 but no discernible pattern emerges.  
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ABSTRACT 

 

Multi-state Markov models are commonly used to predict the long term clinical and economic 

outcomes associated with different treatment strategies for a disease, and to evaluate their 

relative cost-effectiveness. Disease progression is commonly stratified into heath states with 

varying degrees of disease severity. In discrete-time Markov models, state transitions only occur 

at fixed times. Despite its clear advantages in terms of realistically modeling transitions as 

happening at any time, the multi-state Markov modeling in continuous time is not as common. 

The clinical outcome of different treatments over a period of time would be estimated by 

transition rates (or transition probabilities for discrete time Markov models) of movement of 

patients from one heath state to the next. If there are k health states, then a matrix of size k(k-1) 

distinct transition rates needs to be estimated. For models with relatively large number of health 

states, estimating transition rates using the prevalence of patients in different heath states at 

different time points becomes prohibitively cumbersome. (Kalbfleisch and Lawless 1985) 

developed a general method for evaluating the likelihood for a general multi-state model in 

continuous time applicable to any form of transition matrix. The msm package for R  (Jackson 

2009) implements this method to fit multi-state model to the longitudinal data consisting of 

observations of the process at arbitrary times. We illustrate the application of this method by 

estimating the transition matrices of a continuous-time HIV Markov model, and demonstrate 

their use to predict long term clinical and economic outcomes and evaluate the cost-effectiveness 

of raltegravir for the treatment of anti-retroviral therapy experienced HIV/AIDS 

patients.(Chaudhary, Moreno et al. 2009; Elbasha, Szucs et al. 2009). 
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ABSTRACT 

 

Most of the empirical research based on data from social science and health surveys requires 

special analytic inference for populations that have a complex structure, and when data are 

collected from complex sampling designs, standard analysis of complex survey data often fails to 

account for the complex nature of the sampling design such as the use of unequal probability of 

selection, clustering, post-stratification and other kinds of weighting used for the treatment of 

non-response. The effect of sampling on the analysis is because the models in use typically do 

not incorporate all the design variables determining the sample selection, either because there 

may be too many of them or because they are not of substantive interest. However if the 

sampling design is informative in the sense that the outcome variable is correlated with the 

design variables not included in the model, even after conditioning on the model covariates, 

standard analysis of the population model parameters can be severely biased, leading possibly to 

false inference. In the literature there are three methods dealing with the effect of unequal 

probability of selection and informative sampling, which are: probability weighting, pseudo 

likelihood estimation, and the third one is the method based on the concept of using the sample 

distribution (the distribution of the observed outcomes given the selected sample) for inference 

under informative sampling. In this paper we discuss theses methods, and we introduce the 

Kullback-Leibler information measure as a measure of distance between the sample and 

population distributions.    

 

Keywords: Informative sampling; Probability weighting; Pseudo Likelihood; Sample likelihood; 

Kullback-Leibler.   

 

1.  INTRODUCTION 

 

Survey data may be viewed as the outcome of two processes: the process that generates the 

values of a random variable for units in a finite population, often referred to as the 

superpopulation model, and the process of selecting the sample units from the finite population 

values, known as the sample selection mechanism. Most of the empirical research based on data 

from social science and health surveys requires special analytic inference for populations that 

have a complex structure, and when data are collected from complex sampling designs. Standard 

analysis of complex survey data often fails to account for the complex nature of the sampling 

design such as the use of unequal probability of selection, clustering, post-stratification and other 
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kinds of weighting used for the treatment of non-response. The effect of sampling on the analysis 

is due to the fact that the models in use typically do not incorporate all the design variables 

determining the sample selection, either because there may be too many of them or because they 

are not of substantive interest. However if the sampling design is informative in the sense that 

the outcome variable is correlated with the design variables not included in the model, even after 

conditioning on the model covariates, standard analysis of the population model parameters can 

be severely biased, leading possibly to false inference.  

In the literature three methods dealing with the effect of unequal probability of selection and 

informative sampling are discussed. These methods are:  probability weighting, pseudo 

likelihood estimation and the most recent one is the method based on the concept of using the 

sample distribution for inference under informative sampling. 

This paper contains a summary of previous results, related new results, examples and 

illustrations. Sections 2 and 3 define the methods of probability weighting and pseudo likelihood 

estimation. Section 4 defines the sample distribution and its relationship to the population 

distribution. In Sections 5 and 6 we treat the sample likelihood function and the sample 

distribution is derived under different models for sample selection probabilities. Section 7 gives 

results on the relationships between moments under the sample and the population distributions. 

Section 8 outlines estimation methods based on the sample likelihood. Finally in Section 9 we 

propose the Kullback- Leibler information as a distance measure between the sample and the 

population distributions.  

 

2.  PROBABILITY WEIGHTING 

 

Let  NU ,...,1  denote a finite population consisting of N units. Let y  be the target variable of 

interest and let iy  be the value of y  for the thi  population unit. At this stage the values iy  are 

assumed to be fixed unknown quantities. Suppose that an estimate is needed for the population 

total of y ,  


N

i iyT
1

. A probability sample s  is drawn from U  according to a specified 

sampling design. The sample size is denoted by n . The sampling design induces inclusion 

probabilities for the different units of U . Let  sii  Pr  be the first order inclusion 

probability of the thi  population unit. The Horvitz-Thompson (1952) estimator or probability-

weighted estimator of the population total of y ,  


N

i iyT
1

 is given by:  


n

i ii ywT
1

ˆ , where 

iiw 1  is the sampling weight of unit Ui . That is we weight each sample observation i  by 

the sampling weight, iw . This estimator is design-unbiased, that is    


N

i iD yTE
1

ˆ , where DE  

denotes the expectation under repeated sampling. The attractive feature of the probability-

weighted estimators is that they are unbiased or approximately unbiased and consistent with 

respect to the randomization distribution induced by the random selection of the sample, 

irrespective of the distribution of the y -values in the population. Another advantage of these 

estimators is that for the majority of the designs, the randomization variance associated with the 

use of these estimators can be estimated relatively simply utilizing available techniques for finite 

population sampling. A major drawback of probability-weighted estimators is that their variance 

is generally higher than the variance of the corresponding unweighted estimators, particularly for 

small samples and large variation of the weights.  
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3. PSEUDO LIKELIHOOD ESTIMATION 

 

We now consider the population values Nyy ,...,1  as random variables, which are independent 

realizations from a distribution with probability density function (pdf)  |ip yf , indexed by a 

vector parameter  . We now consider the estimation of the superpopulation parameter, , rather 

than the prediction of the (random variable) total T . Let     


N

i ipN yfyyl
11 |log,...,|  be 

the census log-likelihood that would be obtained in the case of a census. The maximum 

likelihood estimator of   solves the population likelihood equations, which in our case are: 

 

 
  

0
|log

1









N

i

ip yf
U




                                                   (1) 

 

Following Binder (1983) the pseudo maximum likelihood (PML) estimator is defined as the 

solution of:   0ˆ U , where  Û  is a sample estimator of the estimating function  U . For 

example the probability-weighted estimator of  U  is: 

 

                        
  


 




si

ip

iw

yf
wU






|log
ˆ , where iiw 1                              (2) 

 

That is when the explicit form of the population likelihood is not available, we weight instead the 

sample likelihood and solve the weighted equations.   

The use of this approach requires a full specification of the population distribution, unlike simple 

probability weighting. On the other hand, it permits the incorporation of the sampling weight. 

More detail on this approach and the properties of PML estimators, see for example Binder 

(1983, 1996), and Skinner (1989). 

 

 

4.   SAMPLE DISTRIBUTION 

 

In recent years an alternative approach to the probability weighting method and to the pseudo 

likelihood approach were introduced in the literature, based on the idea of the sample 

distribution. In recent articles by Krieger and Pfeffermann (1992, 1997), Pfeffermann, Krieger, 

and Rinott (1998), Pfeffermann and Sverchkov (1999, 2003, 2005), Pfeffermann (2002) Eideh 

and Nathan (2006a,  2006b, 2009a, 2009b), Nathan and Eideh (2004, 2008), and Eideh (2007, 

2008, 2009)  the authors introduced an alternative model-based approach to analytic likelihood-

based inference from complex survey data and specially dealing with the effect of informative 

sampling or size-biased sampling. Their basic idea is to derive or extract the distribution of the 

sample data by modeling the population distribution and the conditional expectation of the first 

order sample inclusion probabilities. Once this sample distribution is extracted, standard 

likelihood-based inferential methods can be used to obtain estimates of the parameters of the 

population model of interest. In order to describe the fundamental idea behind this approach, we 

assume full response. In case of nonresponse, see Eideh (2009). Let us first present notations 

relating to the population and sample. Following the notations in the previous sections, let 
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  ipii xx ,...,1x , Ui  be the values of a vector of auxiliary variables, pxx ,...,1 , [the prime on a 

vector or a matrix denotes the transpose], and  Nzz ,...,1z  be the values of a known design 

variable, used for the sample selection process but not included in the working model under 

consideration. In what follows we consider a sampling design with selection probabilities 

)Pr( sii   where Ni ,...,1 . In practice, the i ’s may depend on the population values 

 zyx ,, . We express this by writing:  zyxzyx ,,  ),,|Pr( ii gsi  , for some function ig  

and all units Ui . Since N ,...,1  are defined by the realizations   Niy iii ,...,1 ,,, zx , 

therefore they are random realizations defined on the space of possible populations. The sample 

s  consists of the subset of U  selected at random by the sampling scheme with inclusion 

probabilities .,...,1 N  We assume probability sampling, so that 0i  for all units .Ui  

The sample distribution refers to the superpopulation distribution model of the sample 

measurements, as induced by the population model and the sample selection scheme, with the 

selected sample of units held fixed. Before defining the sample distribution mathematically, let 

us introduce the following notations: pf  denotes the pdf of the population distribution, sf  

denotes the pdf of the sample distribution,  pE  denotes the mathematical expectation under the 

population distribution, and  sE  denotes the mathematical expectation under the sample 

distribution. Now assume that the population pdf depends on known values of the auxiliary 

variables ix  and on  , so that  ,|~ iipi yfy x .  

 

Definition 1:  (Sample distribution: Pfeffermann, Krieger and Rinott, 1998). The (marginal) 

sample pdf of iy  is defined as: 

 

     

   

),,|Pr(

),|(),,|Pr(
                        

   s,,,|,,|







i

iipii

iipiis

si

yfysi

iyfyf

x

xx

xx








,                                (3) 

 

where   is the parameter of the population distribution,   is the parameter indexing 

 ,,|Pr ii ysi x  and 

 

 iiip

iiipiii

ysiE

dyyfysisi

xx

xxx

|),,|Pr(                            

),|(),,|Pr(),,|Pr(







 
 

 

Note that the marginal sample pdf is different from the superpopulation pdf generating the finite 

population values, unless ),,|Pr(),,|Pr(  iii siysi xx   for all possible values iy , in 

which case the sampling process or scheme is noninformative or can be ignored conditional on 

ix . Also note that the marginal sample distribution is a function of the population distribution 

and of the first order sample inclusion probabilities. 
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Comment 1: When the population pdf does not depend on auxiliary variables ix , so that 

 |~ ipi yfy , then the sample pdf of iy  is given by: 

 

 
),|Pr(

)|(),|Pr(
,|






si

yfysi
yf

ipi

is



 ,                                           (4) 

 

where 

iipi dyyfysisi   )|(),|Pr(),|Pr(  . 

 

Note that    iiipyiip yEEyE
ii

z
z

,||   , so that iz  is integrated out in (4). 

In what follows, we give the relationship between selection probabilities and conditional 

expectation of inclusion probabilities. 

 

Theorem 1:  (Pfeffermann, Krieger and Rinott, 1998). 

 

                       ,,|,,|Pr iiipii yEysi xx  .                                         (5) 

 

Comment 2:  In general,       iiii gsiysi   zyxzyxx ,,,,|Pr,,|Pr , but from 

Theorem 1 we see that:     ,,|,,|Pr iiipii yEysi xx  . Now substituting equation (5) in 

(3), we have corollary 1. 

 

Corollary 1:  An alternative representation of the marginal sample pdf is: 

 

 
   

 




,,|

,|,,|
,,|

iip

iipiiip

iis
E

yfyE
yf

x

xx
x  ,                              (6) 

 

where      ,,|,,| iiippiip yEEE xx  . 

 

The advantage of Corollary 1 is that: given the population pdf,  ,| iip yf x , the sample pdf, 

  ,,| iis yf x , is completely determined by the population conditional expectation of the first 

order sample inclusion probabilities, given the outcome and auxiliary variables,   ,,| iiip yE x

. Note that the use of (6) does not require the specification of the full distribution of the first 

order selection probabilities i , which is often intractable. 

 

Comment 3:  The sample pdf contains the population parameter, , that indexes,  ,| iip yf x ,  

and the informativeness parameter, , that indexes,   ,,| iiip yE x . Thus, the sample pdf may 

contain more parameters than the population pdf.  The following example is of practical use. 
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Example 1:  (Polynomial regression population model). Let the population distribution be: 

 

  NixvxNxy
J

j

i

j

ijj
p

ii ,...,1 ,,~|
0

2 















 ,                                   (7) 

 

where sxi ,  are assumed fixed (non-stochastic) quantities, 
2, j  are unknown quantities,  ixv  

is a known function of ix , and )0(1j  if the term j

ix  is present (absent) in  iipi xyE | . 

This model was discussed by Royall and Herson (1973) under noninformative probability 

sampling design. 

 

Suppose that the sample inclusion probabilities have conditional expectations: 

 

                     iiiiip xhyyxE   exp,,|                                              (8) 

 

for some function  xh . Now substituting (7) and (8) in (6), the marginal sample pdf of iy  is 

obtained as: 
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1
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,,|
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j
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β .                 (9) 

 

Thus the polynomial regression of xy on     in the sample is the same as the polynomial 

regression in the population, except that the mean is shifted by a constant:  ixv2 . That is: 

                                

   

   iiip

J

j

i

j

ijjiis

xvxyE

xvxxyE

2

0

2

|                 

|








                                                 (10) 

and 

 

     iipiiis xyVarxvxyVar | | 2  .                                                                         (11) 

 

According to (10), we have: 

1. If 0 , that is, the sampling design is ignorable (noninformative), then 

   iipiis xyExyE ||  . 

2. If  0 , that is, the sample distribution produces larger values of iy  more often than the 

population distribution, and produces its smaller values less often, then 

 

        
   iipiis xyExyE || 

. 
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3. If  0 , that is, the sample distribution produces smaller values of iy  more often than 

the population distribution, and produces its larger values less often, then 

   iipiis xyExyE ||  .  In particular, if 101   , Jjj ,...,2for   0   and if 

  ii xxv  , that is we have a simple linear regression model with variance of iy  

proportional to ix , then by substitution in (9) we get: 

 

                        nixxNxy ii
s

ii ,...,1 ,,~| 2

1

2

0   .                       (12) 

 

Hence for this particular case, the regression of xy on     in the sample is the same as in 

the population, except that the slope of the regression line is shifted by a constant, 2 , 

while the intercept and the variance do not change. However if the population variance 

is constant, i.e.,   1ixv , so that  2

10 ,~|  i
p

ii xNxy  , then the regression line in the 

sample is  2

1

2

0 ,~|  i
s

ii xNxy  . That is, the regression of xy on     in the 

sample is the same as in the population, except that the intercept of the regression line is 

shifted by a constant, 2 , while the slope and the variance do not change. 

 

Comment 4: Under informative sampling, we see that the regression relationship for the selected 

sample is, in general, different from that of the population. Similar results are obtained in the 

area of econometrics, when treating the problem of missing values where we observe only a 

subsample of a larger random sample. This leads to the sample selection bias problem, as 

discussed in detail by Heckman (1976, 1979), Nathan and Smith (1989), Little (1982), Hausman 

and Wise (1977, 1979), Ruud (2000) and Greene (2000). 

 

Let us now consider the following example where no auxiliary variables are available. 

 

Example 2: (Exponential population distribution).  Assume that the population distribution of 

the study variable Uiyi   ,  is exponential with parameter  , so that the pdf of iy  is given by: 

 

    0 and 0  ,exp|  iiip yyyf  . 

 

Suppose that the sample inclusion probabilities have conditional expectations: 

 

   iiip yyE 1010 exp,,|   . 

 

Then according to (6), we can show that the sample pdf of iy  is given by: 

 

       0 and   ,exp,,| 11110  iiis yyyf  .                   (13) 

 

Let us compute the sample cumulative distribution function of iy : 

 



514 

 

      iis ysitytF 1exp1|Pr   . 

 

So that, under the sample distribution, the th  percentile, sy , is given by: 

 

   

 












1log       

1log1log
1

1,

1,

p

s

y

y

 
 

where      1log1, py  is the th  percentile under the population distribution. 

 

In Section 1 we mentioned that the sampling design is informative if the outcome variable is 

correlated with design variables not included in the model. To make this statement more clear let 

us continue with Example 2. 

 

Example 3:  (Exponential population distribution under linear design variable). Let Uizi   ,  be 

a design variable used for the selection process correlated with the outcome variable, iy , but not 

included in the working model, which is in our case an exponential distribution. Assume that: 

 1,1~  ,10  Uuuyz
p

iiii   and ii yu  and  are uncorrelated. Select a sample of size n  from 

this population using probability proportional to size sample, with size variable iz . We assume 

that the distribution of iy  and the values of 10  and   ensure that 0iz  with probability one. 

Thus the first order sample selection probabilities are given by: zzf ii  , where   Nnf  is 

the sampling fraction Nzz
N

i i 


1
  and  is the population mean of the design variable, iz . In 

order to find the sample pdf of iy , we need first to compute  10 ,,|  iip yE  and 

 10 ,,|  ipE . 

 

Now 

  







 1010 ,,|

z
,,|  i

i
piip y

z
fEyE . 

 

To simplify calculation of this conditional expectation we assume that N  is large enough so 

that, approximately: 

 

 

 zE

yzE
y

z

z
E

p

iip

i
i

p

10

10

,,|
,,|


 







. 

 

Hence, we have, approximately: 

 

    ,,,| 1010 iziip yfyE                                          (14) 
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where  zE pz   and 

 

    
    ipz

iippip

yEf

yEEE

10

1010

                           

,,|,,|








                                  (15) 

 

Thus for the exponential distribution (Example 2) the sample pdf of iy  is given by: 

 

 
   






















1
0

10

10

exp
,,| ii

is

yy
yf                                    (16) 

 

This sample pdf can be written as: 

 

     ,||,,| 1010  i

w

pipis yfayfayf                                 (17) 

                         

where     exp| 2

iii

w

p yyyf   is the weighted population pdf , 
 






0

0

0a  and 

01 a1 a . Thus in our case, the sample pdf is a mixture of the population pdf,  |ip yf , and 

the weighted population distribution,  |i

w

p yf , with weights 10   and aa . Thus it is not always 

the case that the sample and population pdf’s belong to the same family. 

Referring to (15), we can see that the normalizing factor, zf  , in the numerator and 

denominator cancels out, so that this normalizing factor is irrelevant when modeling the 

conditional expectation of the first order sample selection probabilities, given the outcome 

variable,  10 ,,|  iip yE . Also notice that (15) is equivalent to   fE ip 10 ,|  , the 

sampling fraction, which is constant. 

 

5.  SAMPLE LIKELIHOOD 

 

 Having derived the sample distribution, the question that arises is whether under commonly 

used sampling methods the sample measurements are approximately independent. This question 

is fundamental as many of the standard inference procedures assume independence of the 

observation. Thus, for example, classical likelihood inference usually assumes that the sample 

likelihood is computed as a product of pdf’s. 

Pfeffermann, Krieger and Rinott (1998) proved the following asymptotic independence 

theorem related to probability proportional to size (PPS) sampling with replacement. The same 

independence property holds for various other sampling schemes of selection without 

replacement. The following theorem introduces the asymptotic independence of sample 

measurements when auxiliary variables are available. 

 

Theorem 2:  (Asymptotic independence of sample measurements: Pfeffermann, Krieger and 

Rinott, 1998). Under the regularity conditions below, the following is true: if s  consists of n  

distinct units then, asymptotically, as N  fixed  with  n : 
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The prominent feature of this theorem is that, if the population measurements are independent, 

then as N  fixed  with  n  the sample measurements are asymptotically independent, so we 

can apply standard inference procedures to complex survey data by using the marginal sample 

distribution for each unit.  This leads to the following sample likelihood for    and  : 
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and the logarithm of the sample likelihood for     and   is given by: 
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            (19) 

 

where     



n

i

iipsrs yfl
1

,|log  x  is the classical log-likelihood obtained by ignoring the 

sample design. 

The function given in equation (19) can be maximized with respect to    and   to obtain the 

maximum sample likelihood estimates of these parameters. Maximum sample likelihood 

estimators of other parameters, which are the parameters of interest, (e.g. the parameter   

characterizing the population distribution of y ) are defined using the invariance properties of the 

maximum likelihood (ML) approach. 

The sample likelihood function,   ,sL , can be interpreted as a weighted likelihood, where 

the weights are ratios of the population conditional expectations of the inclusion probabilities, 

given the values of iy , and their unconditional expectations.  

Standard estimation processes consider the case where the sampling scheme is ignored and 

base the inference on the classical log-likelihood function,  srsl . However, analysis using 

standard estimation methods, which ignores the last two terms of (19), leads to inconsistent 

estimates of  . Thus the effect of the sampling scheme must be taken into account. 

 

Comment 5: The joint sample pdf of  nyy ,...,1y  is given by: 
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If    



n

i

ii yas
1

exp|Pr y , then    



n

i

iss yff
1

y , where  
   

  iip

ipii

is
yaE

yfya
yf

exp

exp
 .  

 

Thus the sample measurements are independent.  

 

Comment 6:  The sample likelihood function given in (19) is a sum of two components, the first 

component is the classical likelihood function which ignores the method of selection and just 

treats the sample values of y  as independent draws from the population distribution of y , while 

the second component reflects the effect of the method of sample of selection. 

 

Example 4:  (MLE of  - exponential design variable). Let us find the MLE of    based on the 

sample pdf given in (13). In this case the parameters of the sample pdf contains the parameters of 

the population pdf, , and the informativeness parameter, 1 . So that the MLE of   and 1  is the 

solution of the sample likelihood equations: 
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                                                 (20) 

                           

Solving this system of sample likelihood equations for   and 1  gives:   y
1

1 . 

                                                                                         

Since we have two unknowns and one equation, we have infinitely many solutions. Hence the 

parameters are not identifiable from the sample observations of y  alone. (A model is said to be 

nonidentifiable if it contains parameters that cannot be estimated uniquely or, to put in another 

way, that have standard errors of infinity). The identifiability problem occurs here because we 

have only one sufficient statistic, which is y , for two parameters. To solve this problem we 

consider two-step estimation, see Section 9. For illustration assume that the informative 

parameter is known, say 0

11   , so that if this is the case, the MLE of    is: 

  0

1

0

1
ˆ 1ˆ   srsy . Here srŝ  underestimates the true value of   if 00

1   and 

overestimates the true value of    if 00

1  . 

 

6. MODELING OF THE CONDITIONAL EXPECTATIONS OF SAMPLE INCLUSION 

PROBABILITIES 

 

In the discussion so far, we mentioned that, for a given population distribution, the sample 

distribution is completely determined by the specification of the conditional expectations of 

sample inclusion probabilities,    ,,| iiip yE x . So in order to obtain the sample pdf of iy , we 

need to model these population conditional expectations. Pfeffermann, Krieger, and Rinott 

(1998) introduced two alternative approximation models for this population conditional 

expectation: 
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6.1 Exponential Model 

 

Suppose that the sample inclusion probabilities have conditional expectations: 

                                  

                                










 



J

j

i

j

ijiiip hyayE
0

1exp,| xx                                     (21a) 

                          

for some function  x1h , where  Jja j ,...,0,   are unknown parameters to be estimated from 

the sample, see Section 7. In particular, if 1J , then (21a) becomes: 

 

                                iiiiip hyaayE xx 110exp,|  .                                  (21b) 

                                                   

We interpret exponential model approximation in the spirit of probability proportional to size 

sampling as follows, let the size measure be: 
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ii

j

iji uhyaz
0

1exp x , 

 

where  baUu
p

i ,~ .  Let  


N

i iii znz
1

 . Assume N  is large enough so that the difference 

between   

N

i ip zEzN
1

  and   can be ignored. Under these assumptions we can show that 

 iiip yE x,|  has the form of (21a). 

 

Comment 7: Under (21b), the marginal effect of  iy  on  iiip yE x,|  is given by: 

 

 
 iiip

i

iiip
yEa

y

yE
x

x
,|

,|
1 







. 

 

1. If 01 a , then  iiip yE x,|  does not depend on iy , so that the sampling design is 

noninformative. 

2. If 01 a , then  iiip yE x,|  is an increasing function of iy , so that larger values are 

more likely to be in the sample than smaller values. 

3. If 01 a , then  iiip yE x,|  is a decreasing function of iy , so that smaller values are 

more likely to be in the sample than larger values. 

 

6.2 Polynomial Model 

 

Suppose that the sample inclusion probabilities have conditional expectations: 
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ijiiip hybyE
0

2,| xx                                         (22a) 

 

for some function  x2h , where  Jjb j ,...,0,    are unknown parameters to be estimated from 

the sample, see Section 7. In particular, if 1J , then (22a) becomes: 

 

    iiiiip hybbyE xx 210,|  .                                    (22b) 

 

We interpret the polynomial model approximation in the spirit of probability proportional to size 

sampling as follows, let the size measure be: 
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2 x , 

 

where  baUu
p

i ,~ . Let  


N

i iii znz
1

 .  Assume N  is large enough so that the difference 

between   

N

i ip zEzN
1

  and   can be ignored. Under these assumptions we can show that 

 iiip yE x,|  has the form of (22a), see Example 3.  

 

Comment 8: Under (22b), the marginal effect of  iy  on  iiip yE x,|  is given by: 

 

 
1

,|
b

y

yE

i

iiip




 x
. 

 

Similarly to the situation in Example 2, if 01 b , the sampling design is noninformative, if 

01 b  larger values are more likely to be in the sample than smaller values and vice versa if 

01 b . 

Other standard ways of modeling first order inclusion probabilities are obtained by the spirit 

of generalized linear models, via the logit and probit models, see McCullagh and Nelder (1989) 

and Eideh and Nathan (2004). 

 

6.3 Logit Model 

 

Suppose that the sample inclusion probabilities have conditional expectations: 
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for some function  x3h , where  Jjc j ,...,0,    are unknown parameters to be estimated from 

the sample, see Section 7. In particular, if 1J , then (23a) becomes: 
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.                                       (23b) 

 

Here we interpret this approximation by taking: 
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and by using Taylor approximation we can show that  iiip yE x,|  has the form of (23a), where 

 baUu
p

i ,~ . 

 

6.4 Probit Model 

                               

Suppose that the sample inclusion probabilities have conditional expectations: 
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x

xx

,                                           (24a) 

 

where   denotes the cumulative distribution function of the standard normal distribution, for 

some function  x4h  and  Jjd j ,...,0,    are unknown parameters to be estimated from the 

sample, see Section 7. In particular, if 1J , then (24a) becomes: 
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Here also we interpret this approximation by taking: 
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and by using a Taylor approximation we can show that  iiip yE x,|  has the form of (245a), 

where  baUu
p

i ,~ . 
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From now on, we use the terms 'linear model' or 'linear sampling' or 'linear inclusion 

probabilities' to denote that the conditional expectation of the first order inclusion probabilities is 

a linear function of the response variable and the available auxiliary variables; see equation 

(22b). Similarly, we use the terms 'exponential model' or 'exponential sampling' or 'exponential 

inclusion probabilities' to denote that the conditional expectation of the first order inclusion 

probabilities is an exponential function of the response variable and the available auxiliary 

variables; see equation (21a).  

Now we have the following theorem, which gives the sample pdf’s and their moments under 

the special cases of the different models for the conditional expectations considered above. In the 

following, we suppress the notation relating to the dependence of the pdf’s on the unknown 

parameters.   

 

Theorem 3:  (Sample distribution under exponential, linear, logit and probit models). 

I. Under the exponential model (21b), the sample pdf of iy  is given by: 

 

 
   

 1

1 |exp
|

aM

yfya
yf

p

iipi

iis

x
x  ,                                           (25a) 

 

where     iipp yaEaM x|exp 11   is the moment generating function (mgf) of the population 

pdf of iy . 

 

Also the mgf and the mean of the sample pdf of iy  are given by: 
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x

                                          (25b) 

 

II. Under the polynomial model (22b), the sample pdf of iy  is given by: 

 

      ||| 10 i

w

piipiis yfyfyf xxx   ,                                              (26a)        

 

where,  
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Also the mgf of sample pdf of iy  is given by: 
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                                                  (26b) 

and 
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 .                                (26c) 

 

III. Under the logit model (23b), the sample pdf of iy  is given by: 
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IV. Under the probit model (24b), the sample pdf of iy  is given by: 
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 .                              (27b)  

 

Proof: Using equation (6). 

 

The importance of this theorem is that, it gives the relationship between the sample and 

population pdf’s under different models for the conditional expectation of the sample selection 

probabilities and also provides us with the relationship between the moments of the sample and 

population distributions, which can be calculated by routine differentiation. 

The following theorem gives the sample distributions of the exponential family of distributions 

under the exponential model of conditional expectation of the sample selection probabilities. 

 

Theorem 4:  (Generalized linear models – exponential sampling). Let the population distribution 

be a member of the exponential family of distributions: 

 

                    
 

 










 




,exp| i

i
iip yc

y
yf x ,                                   (28a) 

where     c  and    are known functions. The parameter   is known as the natural parameter. 

Assume that  βxig   where  g  is a known increasing differentiable function and 

  p ,...,1β  is a vector of parameter. Suppose the sample inclusion probabilities have 

expectations: 

 

    iiiiip hyaayE xx 110exp,|  . 

 

Then 
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a
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x .                                                   (29) 

 

Hence the distribution of iy  in the sample is the same as that of the population, which is a 

member of exponential family of distributions, except that the natural parameter   changes to 

 1a  and the function    changes to   1a .  

 

Proof: 

The moment generating function of the population pdf of iy  is given by: 
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Now substituting  1aM p and (28a) in (25a), the sample pdf of iy  is obtained as: 

 

 
 

 
 

   

   
 




















 





























,exp                 

exp

,expexp

|

11

1

1

i
i

i
i

i

iis

yc
aay

a

yc
y

ya

yf x

,        

 

The moment generating function of iy  is given by: 
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Then using (25b), we have: 
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7.  RELATIONSHIP BETWEEN MOMENTS 

 

In practice, the conditional expectations of the sample inclusion probabilities,  iiip yE x,|  are 

not known. Assuming that the available data to the analyst is  siwy iii   ;,,x , which is the case 

in secondary analysis, the question that arises is: how can we identify and estimate, 

 iiip yE x,| , based only on the sample data? The following theorem answers this question. 

 

Theorem 5:  (Relationship between moments: Pfeffermann and Sverchkov, 1999). For pairs of 

random variables  iiy x, , the following relationships hold: 

1.  
 iip

iis
yE

ywE
|

1
|


 ,                                                                                                      (30a) 

2.  
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3.  
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 4.  
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Proofs:  
1. By definition of conditional expectation, using (12) and (5), we have: 
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2. By definition of conditional expectation and using (30a), we have: 
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3. By setting 1ix  in (30b). 

4. By setting iiy   in (30c). 

 

The prominent feature of this theorem is that the expectations of the population conditional 

sample inclusion probabilities can be identified and estimated from the sample data. 
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Example 5: Estimation of    iiiip yaayE 10exp,| x . Using (30a) and by expanding 

 ylog  in a Taylor series expansion about  yE  yields log ( ) [log( )]E y E y .  So that we can 

estimate 10  and aa  by regressing    siyw ii    ,against    log . Thus we get the following OLS 

estimators of 10   and  aa : 

    

 110

1

1
2

1

1

~~ 

 ~

yaWa

WWyyyya
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i

i


























 





 ,                                  (31) 

                                       

where  ii wW log  . We could also estimate 10  and aa  , directly, using nonlinear regression 

techniques. 

 

8.  ESTIMATION 

 

One of the main advantages of basing the inference on the sample distribution is that it permits 

the use of standard inference procedures like those based on the likelihood principle. But as 

mentioned before, when the conditional expectation of the first order sample selection 

probabilities is exponential, see (20) and Example 4, the problem of identifiability appears, while 

under the linear model this problem does not appear. Also there are cases where the number of 

parameters indexing the sample distribution (the informativeness parameters that index the 

conditional expectation of the first order sample selection probabilities and the parameters that 

characterize the population) is large. In these cases it is often computationally easier to estimate 

these parameters in two steps, see Pfeffermann, Krieger and Rinott (1998) and Pfeffermann and 

Sverchkov (1999). In the first step, the informativeness parameters are estimated from 

 siwy iii ;,,x  using Theorem 5. In the second step the population parameters are estimated by 

ML or other standard methods, with the estimates of the informativeness parameter held fixed. 

Now according to (19) and using Theorem 5, if the conditions of Theorem 2 hold, then the log-

likelihood of the sample data can be written as: 

 

              ,,|log,,|log,
11

iis

n

i

iiis

n

i

srss wEywEll xx 


 .                                  (32) 

 

where     



n

i

iipsrs yfl
1

,|log  x  is the classical log-likelihood obtained by ignoring the 

sample design. This function can be maximized with respect to the parameters    and  . But as 

discussed above, in some cases this sample log-likelihood function is not identifiable, for 

example when the conditional expectation of the first order sample selection probabilities is of 

exponential form. To solve this problem a two-step estimation method is adopted. Based on the 

sample data  siwy iii   ;,,x  we can estimate the parameters of the population model in two 

steps: 

 

Step-one: Estimate the informativeness parameters  using the following relationship:        

 



526 

 

 
 


,,|

1
,,|

iiip

iiis
yE

ywE
x

x  . 

 

Thus the informativeness parameters can be estimated using regression analysis. Denoting the 

resulting estimate of   by ~ .  

 

Step-two: Substitute ~  in the sample log-likelihood function, (32), and then maximize the 

resulting sample log-likelihood function with respect to the population parameters,  : 

 

       ,~,,|log~,,|log ~,
11

 iis

n

i
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srsrs wEywEll xx 


               (33a) 

 

where   ~,rsl  is the sample log-likelihood after substituting ~  in the sample log-likelihood 

function, (32). But the second component of this sample log-likelihood function does not contain 

 , so we can just maximize: 
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                                             (33b) 

                    

The following example illustrates the two-step estimation method. 

 

Example 6:  (Bernoulli distribution). Let the population distribution be: 

 

                     1,0  ;1,0 ,,...,1 ,1|
1




i

yy

ip yNiyf ii  .                        (34a) 

 

Assume that Nyy ,...,1  are independent. 

 

8.1 Exponential Model 

 

Suppose that the sample inclusion probabilities have expectations: 

 

    0, ,exp| 1010  aayaayE iiip           

 

1. According to Theorem 4, we can show that, the sample distribution of iy  is: 

      1,0  ,1,,|
1
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i
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is yaayf
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Thus the distribution of siyi  ,  is the same as the distribution of Uiyi  , , except that 

the population parameter   changes to 
 

 1

1

exp1

exp

a

a







 . Notice that if 01 a , that 
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is the sampling design is ignorable then the sample and population distributions are the 

same. 

 

2. Estimation of  , 10   and  aa
 

 

First-step: Estimation of informativeness parameters, 10   and  aa : 

According to Example 5, the least squares estimations of 10   and  aa  are given in (31). 

 

Second-step: Estimation of the population parameter  : 

According to (33b), the sample log-likelihood function to be maximized is given by: 

 

          11
~exp1log1loglog ~, anynnynalrs   .                 (35) 

 

Now differentiating (35a) with respect to   and equating it to zero, we have the following MLE 

of   which is defined by: 
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 .                                                       (36) 

 

If 0~
1 a , that is the sampling design is estimated as noninformative, then srsy  ˆˆ  . 

 

8.2 Linear Model 

  

Now suppose that the sample inclusion probabilities have expectations: 

 

  0,  ,| 1010  bbybbyE iiip  . 

 

1. According to Theorem 4, the sample distribution of iy  is: 
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 .                    (37) 

 

2. Estimation of  , 10   and  bb . In this case, we can show that, the MLE’s of  , 10   and  bb  

are defined by: 
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This system of equations can be solved numerically. 

 

Let us now consider the following theorem which is related to the effect of the normalizing 

factor on the estimation process, when modeling the population conditional expectation of the 

first order sample selection probabilities, given the outcome variable and possibly auxiliary 

variables. 

 

Theorem 6: (The effect of normalizing factor on estimation process). Under the two-step 

estimation method: 

 

1. If     0,  ,exp| 1010  aayaakyE ieiip  , where ek  is some constant, then:  
 

     110
~log ~,~, aMnlaal psrsrs   . 

2. If     0,  ,| 1010  bbybbkyE iliip  , where lk  is some constant, then:  
 

      ipsrsrs yEbbnlaal 1010 log ~,~,   . 

 

Proof: 

1.    ieiip yaakyE 10exp|   can be written as: 

 

   iiip yaayE 10exp|   , 

 

where  ekaa log00  . So that: 

 

     10  exp aMaE pip

   and     10  loglog aMaE pip   . 

 

Hence the estimated sample likelihood, using estimates of the informativeness 

parameters 1

*

0   and  aa ,  is given by: 

 

       1010
~loglog~ ~,~, aMnkalaal pesrsrs   . 

 

Now since 0( log )ea k  does not depend on the parameters of the population 

distribution, therefore it just can be omitted from the likelihood. Thus the estimated 

sample likelihood is:   

 

     110
~log ~,~, aMnlaal psrsrs   . 

 

which is free of the normalized factor ek . Also the estimate of the informativeness 

parameter, 1a  is not affected by the estimate of the informativeness parameter, *

0a . 

 

2. The second part is proved similarly  
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Comment  9: Using Theorem 5, the sample pdf iiy x|  can be written as: 
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The application of this sample pdf requires the estimation of the conditional expectations: 

 iiis ywE x,|  and  iis wE x| . These conditional expectations can be estimated from the sample 

data, using Theorem 5 as follows: 

1. Estimate  iiis ywE x,|  by regressing iw  against   iiy x, , si . 

2. Estimate  iis wE x|  in two steps: 

 

Step-one: Using Theorem 5 and the estimate of  iiis ywE x,|  obtained above, we can estimate 

 iipE x|  as follows: 
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                                      (39b) 

 

Step-two: Using Theorem 5 we get: 

 

 
 iip

iis
E

wE
x

x
|

1
|


 .                                               (39c) 

 

See Pfeffermann and Sverchkov (2003) for examples and discussion. 

 

The prominent feature of (39a) is that, in order to fit a population model for survey data, 

obtained under an informative sampling scheme, we need only the sample data   siwy iii ,,,x  

and to specify the underlying population model of iiy x| . However we do not need to specify 

the population conditional expectation of sample selection probabilities.   

      

9.  MEASURE OF DISTANCE BETWEEN THE SAMPLE AND POPULATION 

DISTRIBUTIONS 

 

Kullback and Leibler (1958) defined and studied the properties of a measure of information, 

which is nowadays called Kullback-Leibler information measure. In the previous sections we 

defined and studied the properties of the sample distribution. The major question underlying the 

use of the sample distribution is its robustness or sensitivity to wrong specification of the 

conditional expectations of the sample selection probabilities that determine the sample model. 

In this section we propose to deal two issues: the sensitivity problem and the amount of 

information we gain by basing the inference on the sample distribution. 
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Definition.2: (The Kullback-Leibler information measure). If 2,1 , kH k  is the hypothesis that 

y  is from the probability distribution with pdf  yf k , then the Kullback-Leibler (K-L) 

information measure for discrimination in favor of 21 against  HH  is defined as: 
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 21 : ffI  can be interpreted as the mean information per observation from  yf1  for 

discrimination in favor of 1H  against 2H , or a measure of distance between    yfyf 21   and  . 

Notice that the expected value is taken under  yf1  which means that we are assuming that y  

has pdf  yf1 . 

 

Theorem 7: (Properties of the Kullback-Leibler information measure). 

1. Nonnegativity, [Kullback (1978), p14, Theorem 3.1]:   0: 21 ffI  with equality if and only if 

   yfyf 21  . 

2. Additivity, [Kullback (1978), p12, Theorem 2.1] : If 21   and  yy  are independent random 

variables under both    yfyf 21   and  ,  then the K-L information measure in  21   and  yy  is 

given by:                   

 

     2211212121 ;:;:,;: yffIyffIyyffI  .                                 (41a) 

 

3. Minimum discrimination information, [Kullback (1978), p38, Theorem 2.1]: If  yf1  and 

 yf2  are pdf’s,  yT  is a statistic such that        dyyfyTyTE 11  exists, the moment 

generating function of  yT , i.e.,         dyyfyTM 22 exp   exists for h , where h  is a 

positive number and  2M  is differentiable with respect to  , then: 

 

                    2

*

1221 : log: ffIMffI   ,                                       (41b) 

where 
 






d

Md 2log
  and equality of (41b) holds if and only if:  

 

   
    
 



2

2*

11

exp
  

M

yfyT
yfyf  .  

 

 yf *

1  is called the least informative distribution (the conjugate distribution) of  yf2 , and 

 2

*

1 : ffI  is called the minimum discrimination information. Note that   is a function of  , 

therefore when necessary, we shall write    instead of  . 
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4. Estimation of  2

*

1 : ffI , [Kullback (1978), p94]: Notice that   ˆ  is the MLE  estimate of 

   as a parameter of pdf  yf *

1  and the MLE  2

*

1 :ˆ ffI  of the minimum discrimination 

information  2

*

1 : ffI  is given by: 

 

       ˆlogˆˆ:ˆ
22

*

1  MffI  .                                          (41c) 

 

Proofs:  Proofs are given in Kullback (1978). The following corollary relates to the sample and 

the population distribution, under the exponential sampling, i.e., when the conditional 

expectation of the sample selection probabilities is exponential. 

 

Corollary 2: For a given population distribution of iy , with pdf  ip yf , and under the conditions 

that  
i

ii dyyfy  exists, and       iii dyyfyM 22 exp   exists for   in some interval, then the 

least informative distribution corresponding to  ip yf  is given by: 

 

 
   

 



p

ipi

ies
M

yfy
yf

exp
 .                                                          (42) 

This is the sample distribution of iy  when the conditional expectation of the sample selection 

probabilities is exponential, that is:    iiip yyE   0exp . In this case the minimum 

discrimination information is: 

    ppes MffI log:  ,   where 
 











pMlog
                        (43) 

 

Thus for a given population distribution,  ip yf , we can measure the degree of informativeness 

(or nonignorability) by the amount of information we gain by basing the inference on the sample 

distribution,  ies yf , rather than on the population distribution  ip yf . 

In general, for a given  ip yf  and  iip yE  , using Theorem 5, the K-L information for 

discrimination between the population and the sample distributions,  ip yf  and  is yf , is given 

by: 
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                                             (44) 

                               

Notice that the expected value is taken under  is yf  which means that we are assuming that iy  

has pdf  is yf . Also  ps ffI :  is completely determined by the population distribution and by 

the conditional expectation of the sample selection probabilities. 
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Now since   0: ps ffI , therefore:                                           

 

                                       ipsiss yfEyfE loglog  .                                                            (45) 

 

Thus one way to interpret the nonnegativity property is that, in the average, over the sample 

distribution the log-likelihood of the sample distribution tends to be larger than the log-

likelihood of a population distribution, provided that the sample distribution is the true 

distribution of sample value iy . 

 

The following example gives the distance between the sample and population distributions under 

different modeling of the conditional expectation of sample selection probabilities. 

 

Example 7. Let the population distribution be exponential with parameter  . That is, 

 

    0 and 0  ,exp|  iiip yyyf 
 

 

A. Assume that the conditional expectation of the sample selection probabilities is exponential; 

see equation (21b). Denote by esf  the sample distribution. 

1. In the analysis of social data, researchers often ignore the sampling design and analyse the 

data as if they come from a simple random sample. In this case, the K-L information measure is: 
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             (46a) 

                               

2. If we assume a linear model for the conditional expectation of the sample selection 

probabilities; see equation (22b). Denote by lsf  the sample distribution, then the K-L 

information measure is: 

 
  

 ieslses ybbE
a

abba
ffI 10

1

1

1

101 log
-

-
log : 























 







.           (46b) 

 

No analytical expression for  ies ybbE 10log   is available, so general analytical evaluation of 

 lses ffI :  can be complicated, but a Monte Carlo estimate can be computed by generating 

 iesi yfy ~  and taking the sample average of  iybb 10log  . 

 

B. Assume the sample data are generated under the linear model. 

1. If we ignore the sampling design, then the K-L information measure is: 

 

     1

1010 loglog:  bbybbEffI ilspls .                            (47a) 
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2. If we assume the exponential model whereas the true model is linear, then the K-L information 

measure is: 
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.       (47b) 

 

C. Assume the sample data were generated by simple random sample design.  

1. If we model the sample data as if they were generated by the exponential model, then the K-L 

information measure is: 

 

 


 1

1-
log:

a

a
ffI esp 










 .                                               (48a) 

 

2. If we model the sample data as if they were generated by the linear model, then the K-L 

information measure is: 

 

                         iplsp ybbEbbffI 10

1

10 loglog:   .                        (48b) 

 

The above cases (A, B and C) lead to the Table 1 which summarizes the obtained results. 

 

 

Theorem 8: (K-L Distance, exponential family). For the generalized linear model (28a). 

1. Suppose the sample inclusion probabilities have expectations: 

    iiiiip hyaayE xx 110exp,|  . 

Then the K-L distance between pes ff  and is:                        

       


 





 1

1

1
1:

a

a

a
affI pes .                     (49a) 

 

2.   Suppose the sample inclusion probabilities have expectations: 

    iiiiip hybbyE xx 110,|  . 

Then the K-L distance between pls ff  and is: 

        iiipiilspls hyEbbhybbEffI xxx  |loglog: 1010 .     (49b) 

Proof: Using Theorem 4 and Definition 2.   
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Table 1 

The K-L information measure under ignorable * , exponential, and linear models when the 

population distribution is exponential:     0 and 0  ,exp|  iiip yyyf  . 

True 

Model 

Assumed 

Model 

Kullback-Leibler Information Measure 

Exponential Ignorable 
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Ignorable Linear    ip ybbEbb 10

1

10 loglog    

* By 'ignorable model' we mean that the conditional expectation of the first order inclusion 

probabilities given the response variable is constant. 

The following theorem gives the K-L distance for an exponential family of population 

distributions, when the conditional expectations of the sample selection probabilities follow the 

exponential and the linear models. 
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ABSTRACT

Suitable elicitation methods play a key role in Bayesian analysis of generalized linear models
(GLMs) by obtaining and including expert knowledge as a prior distribution for the model
parameters. Some elicitation methods for GLMs available in the literature focus mainly
on logistic regression. A more general elicitation method of quantifying opinion about any
GLM was developed in Garthwaite and Al-Awadhi (2006). The relationship between each
continuous predictor and the dependant variable was modeled as a piecewise-linear function
and each of its dividing points is accompanied with a regression coefficient. However, a
simplifying assumption was made regarding independence between these coefficients, in the
sense that regression coefficients were a priori independent if associated with different pre-
dictors. In this current research we relax the independence assumption between coefficients
of different variables. In this case the variance-covariance matrix of the prior distribution
is no longer block-diagonal. A method of elicitation for this more complex case is given
and it is shown that the resulting covariance matrix is positive-definite. The method was
designed to be used with the aid of interactive graphical software. It has been used in prac-
tical case studies to quantify the opinions of ecologists and medical doctors (Al-Awadhi and
Garthwaite (2006); Garthwaite, Chilcott, Jenkinson, and Tappenden (2008)). The software
is being revised and extended further in this research to handle the case of GLM with cor-
related pairs of covariates.

Keywords: Elicitation Methods; Expert Opinion; Assessment Task; Prior Distribution;
Generalized Linear Model; Interactive Graphical Software.

1. INTRODUCTION

In many situations there is a substantial amount of information that is only recorded in
the experience and knowledge of experts. To efficiently use this knowledge as an input
to a statistical analysis, the experts must be asked meaningful questions whose answers
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determine a probability distribution. This process is referred to as elicitation and different
forms of probability model require different elicitation methods. Reviews of methods of
eliciting probability distributions are given in Garthwaite, Kadane, and O’Hagan (2005) and
O’Hagan, Buck, Daneshkhah, Eiser, Garthwaite, Jenkinson, Oakley, and Rakow (2006).

Bayesian statistics offers an approach in which data and expert opinion are combined
at the modeling stage, yielding probabilities that are a synthesis of the survey data and
the expert’s opinion. To incorporate expert opinion into a Bayesian analysis, it must be
quantified as a prior distribution. In the work of interest here, this is accomplished through
an interactive computer program that asks the expert to perform various assessment tasks.
For the most part, the tasks require the expert to represent his opinion by drawing graphs
on a computer screen, a judgemental problem that people perform relatively well because
it is visual (Hammond (1971); Chaloner, Church, Louis, and Matts (1993); Garthwaite and
Al-Awadhi (2006)).

Generalized linear models (GLMs) constitute a natural generalization of the classical
linear models, where the linear predictor part is linked to the mean of the dependent variable
through some link function. The distribution of the dependent variable is not necessarily
assumed to be normal. The model is determined by the combination of the link function
and the family of distributions to which the dependent variable belongs (see McCullagh and
Nelder (1989) for an introduction to GLMs). Being very common in both frequentist and
Bayesian data analysis, GLMs have attracted much research attention.

An important task in the Bayesian analysis of GLMs is to specify an informative prior
distribution for model parameters. Suitable elicitation methods play a key role in this specifi-
cation by obtaining and including expert knowledge as a prior distribution (see, for example,
Bedrick, Christensen, and Johnson (1996) and O’Leary, Choy, Murray, Kynn, Denham,
Martin, and Mengersen (2009)).

A method of quantifying opinion about a generalized linear model (GLM) was developed
in Garthwaite and Al-Awadhi (2006). The method has been used to quantify the opinions
of ecologists (Al-Awadhi and Garthwaite (2006)) and medical doctors (Jenkinson (2007);
Garthwaite, Chilcott, Jenkinson, and Tappenden (2008)). The method makes a simplifying
assumption regarding independence between the regression coefficients. One purpose of the
current research work is to extend the elicitation method so that these assumptions are
unnecessary. This will significantly increase the range of situations where the method is
useful.

Available software written in Java by Jenkinson (2007) for expert opinion elicitation in
GLMs is being modified. The software is interactive, requiring the expert to either type in
assessments or plot points on graphs and bar-charts using interactive graphics. The previ-
ous version is available as an open source software at http://statistics.open.ac.uk/el
icitation/. The current version of the software is meant to be more flexible in determin-
ing the options available for the user, especially for data input and results output. Some
important modifications involve broadening the scope of the available models with differ-

538



ent link functions, and giving the user many suggestions, help notices, questions, warning
messages and directions aimed at making the software more interactive and easy to use for
non-statistical experts. An executable stand-alone version of the software is available as a
Java executable (jar) file. Another executable file format is available as a Windows exe-
cutable file (with .exe extension). The software is aimed to be executable on any machine
regardless of its operating systems and with no need for any other software packages. The
most important modification in the current version is a new section for assessing expert
knowledge about correlated covariates.

Section 2 of this paper gives a brief review of the main theoretical methods found in the
literature for eliciting prior distributions for a GLM. Interactive computer software for these
purposes is also listed with some of the different applications for which they have been used.
In section 3, the piecewise-linear model of Garthwaite and Al-Awadhi (2006) is discussed
together with the assessment tasks that the expert performs to quantify his opinion. The
case of eliciting the covariance matrix when opinion about the covariates in a GLM does not
permit the simplifying independence assumption is discussed in section 4, where assessment
tasks needed for elicitation are also given. Some further discussion and concluding comments
are given in section 5.

2. LITERATURE REVIEW

Relatively recent comprehensive reviews of eliciting probability distribution in its theory,
methods, techniques, software, and applications and case studies are found in Garthwaite,
Kadane, and O’Hagan (2005), O’Hagan, Buck, Daneshkhah, Eiser, Garthwaite, Jenkinson,
Oakley, and Rakow (2006) and Jenkinson (2007).

Starting from the idea that it is more efficient and easier to elicit expert opinion about
observable quantities, rather than about parameter values, Bedrick, Christensen, and John-
son (1996) were the first to elicit priors for some arbitrary generalized linear models. Their
work switched from normal linear regression elicitation (Kadane, Dickey, Winkler, Smith,
and Peters (1980); Garthwaite and Dickey (1988); Garthwaite and Dickey (1992)) into GLM.
Their specification of informative prior distributions for the regression coefficients of a GLM
is based on expanding the idea of conditional means priors (CMP). The expert is asked
to give his assessment of the mean of potential observations conditional on given values at
some carefully chosen points in the explanatory variable space. This information is used to
specify a prior distribution at each location point. A prior distribution for the regression
coefficient vector is then induced from the CMP. They gave examples where their method is
applicable to common GLMs including normal and gamma regression models for which dis-
persion parameters are assumed to be known. The use of data augmentation priors (DAP)
was also proposed for GLM. They showed that DAP, which gives priors in the same form as
the likelihood at some prior data set, can be included by particular CMP’s.

Garthwaite and Al-Awadhi (2006) developed an elicitation method for piecewise-linear
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logistic regression. The method is also valid for other GLMs and Garthwaite and Al-Awadhi
(2009) extends the idea to GLMs with any link function. They assumed a multivariate
normal distribution for the regression coefficients; its parameters can be determined from
the expert assessments. The model was designed to be used with the aid of interactive
graphical software written for this purpose. The software was used in a practical case study
for threatened species in Al-Awadhi and Garthwaite (2006).

Dynamic graphical displays of probability distributions that can be freehand adjusted
were used by Chaloner, Church, Louis, and Matts (1993) to help quantify opinion in the
form of a prior distribution about regression coefficients in a proportional hazards regression
model. In a clinical trial, prior distributions from five AIDS experts were elicited.

Interactive graphical software was given by Kynn (2005) to elicit expert opinion for
the Bayesian logistic regression model. The software is called ELICITOR and appeared
as an add-in to WinBUGS. Kynn extended a program written by Garthwaite (1990) and
rewrote it in a more robust programming language. The software was originally developed
as a user friendly tool for quantifying environmental experts’ knowledge while studying the
presence or absence of endangered species. It adopted the same approach of Al-Awadhi
and Garthwaite (2006). For more details on ELICITOR see Kynn (2005); Kynn (2006)
and O’Leary, Choy, Murray, Kynn, Denham, Martin, and Mengersen (2009), although the
software and its documentation no longer seem to exist as an open source on the web.

Denham and Mengersen (2007) introduced a method and developed software to elicit
expert opinion based on maps and geographic data for logistic regression models. Although
eliciting information on observable quantities, such as values of the dependant variable at
given values of the predictors, (referred to as structural procedure) is usually preferred and
easier than direct assessment of the regression parameters (predictive procedure), Denham
and Mengersen (2007) proposed a new approach that combines both strategies. In their
combination approach, the expert may use either method simultaneously with each variable,
according to his preference and background. They developed elicitation software under
a Geographic Information System (GIS), in which design points were actual location on
interactive maps. The software was applied in two case studies for modeling the median
house prices in an Australian city and for predicting the distribution of an endangered species
in Queensland. Although the software is specially designed for geographical data elicitation
of a logistic regression model, they indicated that the concepts can be generalized to any
GLM. Denham and Mengersen (2007) used the R language to code statistical functions, with
Visual Basic and other software for interactive graphs embedded in the GIS system. The
latter limits the usability of their software.

Jenkinson (2007) re-wrote the software of Garthwaite and Al-Awadhi (2006) in Java to
provide a more transportable and stable version. He gave a detailed description and docu-
mentation to both the software and the piecewise-linear theoretical model behind it (Jenk-
inson (2007), p.215-251). Further modifications on the theoretical model and the software is
given in this current paper in section 4.
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A real medical application of the GLM elicitation software is given in a case study re-
ported in Garthwaite, Chilcott, Jenkinson, and Tappenden (2008). Aiming to estimate the
costs and benefits of current and alternate bowel cancer service in England, a pathway model
was developed, whose transition parameters depend on covariates such as patient character-
istics. Data to estimate some parameters was lacking and for these expert opinion was
elicited, using the indicated software and under the assumption that the quantity of interest
was related to covariates by the generalized piecewise-linear model given by Garthwaite and
Al-Awadhi (2006). The assessments were then used to determine a multivariate normal dis-
tribution to represent the expert’s opinions about the regression coefficients of that model.
One conclusion of this work was that quantifying and using expert judgement can be ac-
ceptable in real problems of practical importance, provided that the elicitation is carefully
conducted and reported in detail.

A thorough detailed comparison has been conducted by O’Leary, Choy, Murray, Kynn,
Denham, Martin, and Mengersen (2009) for three relatively recent elicitation tools for logistic
regression. The comparison included the interactive graphical tool of Kynn (2005) and Kynn
(2006), the geographically assisted tool under GIS of Denham and Mengersen (2007) and a
third simple direct questionnaire tool with no software. These tools were compared in an
elicitation workshop (see O’Leary, Choy, Murray, Kynn, Denham, Martin, and Mengersen
(2009) for more details on the third method). The paper discusses and gives a detailed
description for each of the three methods used, showing advantages and disadvantages of
each of them. Methods were compared according to their differences in the type of elicitation,
the proposed prior model, the elicitation tool and the requirement of a facilitator to help
the expert. Prior knowledge of two experts was elicited to model the habitat suitability
of the endangered Australian brush-tailed rock-wallaby. The comparison revealed that the
elicitation method influences the expert-based prior, to the extent that the three methods
gave different priors for one of the experts. Some guidelines were also given for proper
selection of the elicitation method. This work of O’Leary, Choy, Murray, Kynn, Denham,
Martin, and Mengersen (2009) is part of a large body of applied research which shows the
importance of eliciting expert knowledge when modeling rare event data, see also Kynn
(2005); Al-Awadhi and Garthwaite (2006) or Choy, O’Leary, and Mengersen (2009).

Although they are interested mainly in designing the elicitation process in ecology, Choy,
O’Leary, and Mengersen (2009) give a framework for statistical design of expert elicitation
processes for informative priors which may be valid for Bayesian modeling in any field. The
proposed design consists of six steps, namely, determining the purpose and motivation for
using prior information; specifying the relevant expert knowledge available; formulating the
statistical model; designing effective and efficient numerical encoding; managing uncertainty;
and designing a practical elicitation protocol. Other important stages in the elicitation
process may be found in Garthwaite, Kadane, and O’Hagan (2005), Jenkinson (2007) and
Kynn (2008). Choy, O’Leary, and Mengersen (2009) validated these six steps in a detailed
discussion and comparison of five case studies, revisiting the principles of successful elicitation
in a modern context.
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3. ELICITING A PRIOR DISTRIBUTION FOR GLMS

For quantifying expert’s opinion about GLMs, Garthwaite and Al-Awadhi (2009) proposed
a method to elicit opinion about the prior distribution of regression coefficients and its
hyperparameters. This method, which will be referred to here as GA, is a generalization of
the same authors’ piecewise-linear model that they used for quantifying opinion for logistic
regression (Garthwaite and Al-Awadhi (2006)).

In their work, the relationship between each continuous predictor variable and the depen-
dant variable (assuming all other variables are held fixed) was modeled as a piecewise-linear
function. Figure 1 illustrates a piecewise-linear relationship between the quantity of interest
Y, and a continuous covariate “Weight”; the relationship correspondence to a sequence of
straight lines that form a continuous line. Places where the slope of the line changes are
refereed to as knots.

Figure 1: A piecewise-linear relationship given by median assessments

If a covariate is a factor, then its relationship with Y corresponds to a bar chart as in
Figure 2, where X1 takes 4 levels Very large, Large, Normal and Small.

542



Figure 2: A bar chart relationship for a factor given by median assessments

The aim of elicitation is to quantify opinion about the slopes of the straight lines (for con-
tinuous variables) and the heights of the bars (for factors). In the GA method, a multivariate
normal distribution was used to represent the prior knowledge about the regression coeffi-
cients. These coefficients were allowed to be dependant if associated with a single variable.
A detailed discussion of their model is given hereafter.

Consider a response variable ζ, with m continuous covariates R1, R2, · · · , Rm and n cat-
egorical variables (factors) Rm+1, Rm+2, · · · , Rm+n. Each variable Ri has δ(i) + 1 knots,
ri,0, ri,1, · · · , ri,δ(i), where ri,j−1 < ri,j for j = 1, 2, · · · , δ(i) and i = 1, 2, · · · ,m + n. These
knots represents the dividing points of the piecewise relation for the continuous variables or
levels for factors, with ri,0 taken as the reference point of Ri.

For the response variable ζ, the expert is asked about its mean values given some points
on the space of the explanatory variables, i.e about

µ(r) = E(ζ|R = r). (1)

Let
Y = g[µ(r)] = α + β′

1
X1 + β′

2
X2 + · · ·+ β′

m+n
Xm+n, (2)

where g(.) is any monotone increasing link function, and

Xi = (Xi,1 Xi,2 · · · Xi,δ(i))
′, i = 1, 2, · · · ,m+ n, (3)
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β
i
= (βi,1 βi,2 · · · βi,δ(i))

′, i = 1, 2, · · · ,m+ n. (4)

The relation between Ri and Xi, for continuous covariates is that:

Xi,j =


0 if Ri ≤ ri,j−1

Ri − ri,j−1 if ri,j−1 < Ri ≤ ri,j

di,j if ri,j < Ri,

(5)

for i = 1, 2, · · · ,m, and j = 1, 2, · · · , δ(i), with dij = ri,j − ri,j−1.
For factors, Xi,j are defined by:

Xi,j =

{
1 if Ri = ri,j

0 otherwise,
(6)

for i = m+ 1,m+ 2, · · · ,m+ n, and j = 1, 2, · · · , δ(i).
Note that, if Ri = ri,0, Xi are defined to be zero vectors for i = 1, 2, · · · ,m+ n.

The prior distribution of α and β = (β
′
1
β′
2

· · · β′
m+n

)′ is assumed to be multivariate

normal with mean vector b = (b0 b1 · · · bm+n)
′ and variance-covariance matrix

Λ =

(
σ0,0 σ′

1

σ1 Σ

)
, (7)

where b, σ0,0, σ1 and Σ were estimated in GA. The needed assessment tasks in order to
estimate these hyperparameters are given in details with the software description in the next
subsection.

3.1 Assessment tasks and software description for GA method

The assessment procedure divides naturally into five stages, which are described in turn. A
description of the method and theory for using the assessments to estimate the hyperparam-
eters of the prior distribution is given in Garthwaite and Al-Awadhi (2006).

Defining the model The expert has different options for the model to be fitted, the choices
available are ordinary linear regression, logistic regression, Poisson regression and any other
user defined model. Ordinary linear regression assumes a normal distribution for the response
variable with the identity link function. For the logistic regression the assumed distribution
is Bernoulli with the logit link function. Poisson regression assumes a Poisson distribution
with the logarithm link function.

The expert can choose to define any other model, in which case he will be asked to give a
distribution and a link function. Available distributions are the normal, Poisson, binomial,
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gamma, inverse normal (inverse Gaussian), negative binomial, Bernoulli, geometric and ex-
ponential. The user is also asked for some parameters of the selected distribution where
appropriate. Available link functions are canonical, identity, logarithm, logit, reciprocal,
square root, probit, log-log, complementary log-log, power, log ratio and user defined link
function. For a detailed definition of these link functions see McCullagh and Nelder (1989).
For the power link function the software expects the exponent of the power function to be
entered by the expert, a value of (-2) is suggested as a default. On choosing the distribu-
tion the software suggests the suitable canonical link function so as to help the expert (see
Figure 3).

Figure 3: The dialogue box for defining the model

An important modification to the software is that it offers a large range of GLM’s. It
also lets the expert write his own link function and its inverse. The programm can parse
both formulas and check their validity as mathematical expressions. Moreover, the program
can help by checking whether the functions are valid inverses for each other.

Defining the response variable and covariates The expert determines the dependant
variable with its minimum and maximum value in a dialogue box. The modified version of
the software suggests the maximum and minimum values of the response variable whenever
possible. The expert may still change them, but, in the light of the chosen model with the
specified link function, invalid values are not accepted, and the expert is confronted with a
warning message (For example, the range for a binomial proportion must not extend outside
the interval (0,1)).

A set of explanatory variables (covariates) are chosen by the expert. Each covariate
is treated as either a continuous random variable or a factor. Continuous covariates are
specified with their minimum and maximum, factors are specified with their levels. For
each continuous covariate, knots are chosen by the expert or suggested by the software.
A reference point is chosen for each covariate, while the origin is the setting for which
every covariate is at its reference point. After determining the number, names and types
(continuous covariate or categorical factor) of the variables, the expert has only to give the
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maximum and minimum for each of his continuous covariates together with the value of its
reference knot, and the modified software then suggests a suitable number of knots and the
position of the reference knot relative to the other knots. The software can then divide the
range and gives the value of each knot. This process is done automatically to reduce the
burden of data entry, but, again, the expert can change any of these. The fractional part
of each single numeric value is always being rounded to four decimal places, so as to avoid
large decimal numbers which are not easily readable nor suitable for graph axis. If higher
precision is to be used, measurement units can be modified to use data values of no more
than four decimal places. For categorical factors, the expert gives the value of each level.
In some cases, when the factor levels are ordinal data, for example, the expert may wish to
keep the order of the factor levels, while still being able to select any level as the reference
level. The current modification of the software gives an option to select the reference level
of each factor without restricting it to be the first knot (see Figure 2).

Using a dialogue box, the median, lower and upper quartiles of Y at the origin are
assessed. These values must be inside the previously specified range of the response variable;
if not, the software warns the expert and asks him to resolve this conflict. In the expert’s
opinion, the true value of Y is equally likely to be bigger or smaller than the assessed median.
Together with the median, these quartiles should divide the range into four equally likely
intervals. The expert is encouraged to modify his median and quartile assessments until they
divide the range into four intervals that each seem equally likely to him.

Medians assessments In the remainder of the elicitation procedure, the expert is separately
questioned about each covariate in turn. He is asked to assume the other covariates are at
their reference values/levels and forms a piecewise-linear graph or bar chart to represent his
opinion about the remaining covariates.

The previous stage elicited the expert’s median estimate of Y at the origin. The software
plots this value on the reference vertical line and the expert is told to treat it as being correct.
The expert then plots his median estimates of Y to form the remainder of the graph. He
does this by using the computer mouse to ‘click’ points on the vertical lines. Straight lines
are drawn by the computer between the ‘clicked’ points, which the expert can change until
he feels the graph corresponds to his opinions.

As an illustration, Figure 1 shows a software graph for the variable “Weight”. The
horizontal axis gives values for the variable and the vertical axis gives values of Y. Thus the
graph plots the effect on Y as the value of “Weight” varies. The experts is told that, if the
graph is fairly flat, then the variable has less influence on Y than if the graph is more curved.
The axes and vertical lines are drawn by the software.

For factors, bar charts are formed to represent the expert’s opinion. The value of Y has
been elicited earlier for the reference level and this gives the height of the reference bar. The
expert is told to assume that this bar is correct and to judge the appropriate heights for
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other bars relative to it. These heights give the value of Y for each level when the other
covariates are at their reference values/levels. The software draws thin vertical lines for each
level and the expert specifies the height of a bar by clicking on the line with the mouse. This
is illustrated in Figure 2 where all bars have been specified.

The expert could change an assessment by re-clicking on a line. These median assessments
for the continuous covariates and factors yield estimates of the mean of the hyperparameter
β. Theoretical derivation of this estimation is given in details in Garthwaite and Al-Awadhi
(2006).

Conditional medians assessments During this stage the expert is asked to assess his con-
ditional medians for each covariate in turn. This is done by changing the conditioning value
at the reference point from the median to the upper quartile. See Figure 4 in which median
assessments made in the previous stage are given together with the upper quartile at the
reference point. The expert assumes that the true value of Y at the reference point is the
given upper quartile and he is asked to change the median values at other points in the light
of this new conditioning value. Conditional medians for all values have been assessed by the
expert in Figure 4.

Figure 4: Conditional median assessments for the continuous covariate “Weight”
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These assessments are needed to elicit part of the covariance matrix Λ, namely, the
covariances between α and each of the components of β. Suggested values of these conditional
medians are given by the software, assuming that α and β components are independent. The
expert can change these suggested values if he wishes.

Conditional quartiles assessments The median assessments provide point estimates of the
relationship between different covariates and the variable Y. The remaining task is to quantify
the expert’s confidence in these estimates and their interrelationship. i.e. how accurate he
believes the estimates to be and the correlations between them for each covariate individually.
Correlations between coefficients of different covariates are estimated in the way proposed
in section 4.

To achieve this, assessments of lower and upper quartiles are elicited. Assessing quartiles
is a harder task for an expert than assessing medians, and quite a large number of quartile
assessments are required. To assist the expert, the software suggests some quartile values by
extrapolating from other quartile assessments of the expert. The theoretical procedure for
getting these suggested values, given in Garthwaite and Al-Awadhi (2006) and Garthwaite
and Al-Awadhi (2009), was programmed into the software to effectively help the expert
during these two sections. The expert can change these assessments and commonly does so
but, even then, a starting value to consider seems to make the task easier.

For each continuous covariate in turn, the software displays the graph of the medians that
had been assessed earlier and then sets of conditional quartile assessments are elicited. For
the first set of assessments, the condition is that the value of Y at the reference value/level
equals the median assessment.

In an interactive graph like Figures 5 and 6, the expert is asked to give his lower and
upper quartiles for Y at one point on each side of the medians for each value/level of the
covariate except for the reference value/level. The lines joining quartiles look similar to
confidence intervals and it is emphasized to the expert that there should only be a 50%
chance that the value of Y is between the lines at any point. The expert uses the computer
mouse to make assessments or change values suggested by the software.

For the second set of conditional assessments, the expert is asked to assume that the
median estimates of Y are correct at both the reference value/level and the nearest points
on each side of it. The expert gives lower and upper quartiles at another point and the
software suggests quartiles for the remaining points. In Figure 7 lower quartiles have been
assessed while upper quartiles are to be assessed. The expert modifies quartile values so as
to represent his opinion, subject to the restriction that the current values must be within
the previous set of quartile assessments. The idea is that as conditions increase, uncertainty
should reduce. Garthwaite and Al-Awadhi (2006) showed that this condition guarantees
that the covariance matrix of correlation coefficients is positive definite.
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Figure 5: Quartile assessments for a continuous covariate

Figure 7 illustrates the graph formed at that stage. The two red lines (the outer lines)
represent the previous set of quartile assessments, the second highest (black) line gives the
median assessments, and the second lowest (blue) line joins the new lower quartile assess-
ments. The black line joining the median at the right two bold points represents the condition
that these medians should be treated as being correct. In assessing quartiles, the expert is
told to consider the points to which he thinks the blue line may reasonably extend. Con-
ditional assessments are also needed for factors. The software displays the bar chart that
was formed during the assessment of medians. Conditional on the value of the bar at the
reference level being correct, the expert assesses an upper and a lower quartile for other
factor levels.

For each further set of conditional assessments, for both continuous covariates and factors,
the expert is asked to assume that a further median given by another value/level was correct
and to give his opinion about quartiles for the remaining values/levels. This is continued
until the condition includes all but one of the values/levels at one side or one at both sides,
when the expert gives his opinion about just the last one or two values/levels (see Figure 8).

As in other parts of the elicitation procedure, the expert uses the mouse to make assess-
ments. Figure 8 illustrates the bar chart when conditioning values are specified (indicated
by the solid squares); quartiles for the last level are marked with short horizontal blue lines
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Figure 6: Quartile assessments for a factor

(the inner two lines), while the highest and lowest (red) lines represent the previous quar-
tiles conditioning on fewer medians. Again, current conditional quartiles are not allowed to
lay outside these red lines. The conditional assessments complete the elicitation procedure
for the case of independent coefficients given by Garthwaite and Al-Awadhi (2006). The
quartile assessments and conditional assessments yield estimates of the variance of the hy-
perparameter β which is assumed, under GA method to be a block-diagonal matrix Σ of the
form

Σ =


Σ1 O · · · O

O Σ2
. . .

...
...

. . . . . . O
O · · · O Σm+n

 . (8)

Here, Σi is the covariance matrix of β
i
= (βi,1 · · · βi,δ(i))

′, i = 1, 2, · · · ,m+ n.
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Figure 7: Assessing quartiles conditioning on two fixed points

4. THE CASE OF CORRELATED COEFFICIENTS

The previous block-diagonal structure of the covariance matrix assumes no interaction be-
tween any variables, in the sense that regression coefficients were a priori independent if
associated with different covariates. Our aim now is to relax the independence assumption
between the coefficients of different covariates. In fact, in many practical situations, it may
be thought that regression coefficients of different variables should be related in the prior
distribution, if the prior distribution is to give a reasonable representation of the expert’s
opinion. Although many of the correlations will be close to zero and can be represented
by a zero correlation matrix, the expert may feel that some other covariates are strongly
correlated and a correlation matrices should be elicited for them. The expert may be asked
to determine which variables this applies to. Then, after assessing some more conditional
quartiles, as will be described, GA’s method of estimating the variance-covariance matrix
can be generalized for this more complex case.

Instead of the previous block-diagonal structure of the matrix Σ in equation (8), it will
be assumed that Σ can be conformally partitioned as
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Figure 8: Assessing conditional quartiles for the last level of a factor

Σ =


Σ1,1 Σ1,2 · · · Σ1,m+n

Σ2,1 Σ2,2 · · · Σ2,m+n
...

...
. . .

...
Σm+n,1 Σm+n,2 · · · Σm+n,m+n

 , (9)

where each submatrix Σi,i = Σi, i = 1, 2, · · · ,m + n, and the submatrices Σs,t are not
necessarily zero matrices for s = 1, 2, · · · ,m+ n, t = 1, 2, · · · ,m+ n and s ̸= t.

We estimate Σs,t (s ̸= t) by generalizing the way Σi, i = 1, 2, · · · ,m + n were estimated
in GA. Each correlated pair of correlated vectors will be treated in turn. Assume that the
expert sees that β

s
and β

t
are correlated. For s < t, we are trying to estimate the upper

diagonal covariance submatrix Σs,t of V ,where,

V = V ar(β′
s

β′
t
)′ ≡

(
Σs,s Σs,t

Σt,s Σt,t

)
. (10)

As a variance-covariance matrix, V is symmetric, and hence Σt,s = Σ′
s,t.

In what follows we describe the assessment tasks that are used to elicit Σs,t in the modified
software. The idea is that further conditional quartiles must be assessed, where the set of
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Figure 9: Assessments needed in the first phase for correlated covariates

conditions not only relate to knots of the same covariate, say β
t
, but also to knots of the

other covariate, β
s
.

4.1 Assessment tasks and software description for correlated coefficients

The modified software elicits the expert’s assessments of conditional quartiles that are needed
to estimate the covariance matrix of correlated pair of covariates. The expert is asked whether
he sees dependence between the regression coefficients of any pair of covariates. If not, he
may go directly to the last stage to get the results. If yes, he will be asked to say which two
variables have such dependence and then he will get a panel of two simultaneous graphs (see
Figure 9 or Figure 10).

The upper graph is for one variable of the correlated pair. It shows the previously as-
sessed median values for that variable and these are used as conditioning values for assessing
quartiles of the other variable. The expert is asked to assume that these median values are
correct. That is, they are accurate estimates of the mean response for the specified covariate
values. Conditional on this information, the expert clicks on the lower interactive graph to
assess new conditional quartile values given the median values shown in the upper graph.

The procedure consists of two phases; in the first phase the expert assesses quartile values
for the variable in the lower graph given sets of medians for the variable in the upper graph.
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Figure 10: Assessments needed in the second phase for correlated covariates

The set of conditioning values of the first variable in the upper graph are incremented by
one extra value at each further step. The expert is asked to re-assess conditional quartiles at
each step. The initial step of the first phase is shown in Figure 9, where the expert is asked
to assess conditional quartiles for different knots of the “Weight” variable in the lower graph
conditioning on the previously assessed medians of the “Height” variable at its reference and
only one other knot which are connected by the rightmost (black) line in the upper graph.
The conditioning set includes also the median of the “Weight” variable at its reference knot
(23.0).

The second phase starts after conditioning on all median values at all knots in the top
graph. Each further step in this phase adds an extra median value from the lower graph to
the conditioning set. Further conditional quartiles are assessed in the lower graph.

This phase is very similar to the assessment of conditional quartiles in the GA method
where incremented sets of medians of the same variable are used as conditioning sets for
assessing conditional quartiles. However, in this phase previously assessed median values at
knots for a different variable are also taken into consideration when assessing conditional
quartiles.

One of the steps of the second phase is shown in Figure 10. In this step, the expert is
asked to assess conditional quartiles for different knots of the “Weight” variable in the lower
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graph while conditioning on the previously assessed medians of the “Height” variable at all
of its four knots that are connected by the black line in the upper graph. The conditioning
set includes also the median of the “Weight” variable at its reference knot (23.0). Suggested
conditional quartiles are computed by extrapolating from other quartile assessments in the
same manner as in GA method. The middle (green) lines in the lower graph in Figure 10
represent these suggested values.

On finishing all phases of the assessment for this pair of explanatory variables, the user
is asked about other correlated pairs, and the process starts again for the new pair, if any.
The modified software outputs data in three different files, one containing the basic setup
data, the second containing all assessments made by the expert, and the third containing
the resulting mean vector and covariance matrix of the hyperparameter vector for further
Bayesian analysis. More graphical output is also being considered to give the expert useful
feedback.

5. CONCLUSION AND FUTURE WORK

The number of conditional quartiles assessed here is sufficient for estimating the covariance
matrix Σ when off-diagonal submatrices are not necessarily all zero. The theoretical details
of the method proposed here will be given in a separate paper (in preparation). Conditions
needed to guarantee positive definiteness of the matrix V have been investigated. Results
show that the only substantive constraint needed is that the additional condition at each
further step must reduce the value of the conditional variance. The expert’s uncertainty
must therefore reduce as the elicitation process progresses. This means that his assessed
interquartile ranges must be less than his previous assessments. To fulfil this theoretical
requirement of the estimated covariance matrix, red lines are shown to the expert at each
step and his new quartile assessments must be within these red lines (see Figure 10 or
Figure 10).

Although each 2 × 2 covariance matrix V has been shown to be positive-definite, some
extra conditions must be imposed for the whole covariance matrix Σ to be positive-definite.
Further work is still being done to investigate such conditions. One of the possible drawbacks
of this proposed elicitation method is that the number of conditional quartiles needed to be
assessed by the expert would become uncomfortably large if many pairs of covariates are
thought to be correlated.

Another method is being examined to elicit the off-diagonal covariance matrices using
a small number of coefficients that reflect the pattern of correlation of each pair. These
coefficients reduce the number of assessments needed from the expert and can be used to
induce all the elements of the covariance matrix. Moreover, under suitable conditions, the
whole resulting covariance matrix Σ is positive-definite. Although this method has not been
programmed yet, a very brief description of the assessments follows.

For a pair of correlated vectors of coefficients (β
s
, β

t
), the expert will be asked to deter-
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mine the conditional median of β
t
given a specific value of β

s
. The new feature here is that

the expert can only change the vertical position of the piecewise-linear curve of β
t
given a

fixed vertical change of β
s
, no changes of the single slopes at any knots are allowed. For

n > 2 correlated vectors of coefficients, the process will consist of k− 1 steps, at the ith step,
the expert will be asked to assess the conditional median of (β

k
|β

1
, β

2
, · · · , β

i
) given a set of

i graphs, each of which shows a change with a different fixed value for each β
j
, j = 1, 2, ..., i.

It can be shown that the full covariance matrix Σ is positive definite under a set of n(n−1)/2
conditions. In which case, the expert will be asked to assess a number of n(n− 1)/2 values.
Conditions needed for positive definiteness can be translated into allowable ranges shown to
the expert on the interactive graph and he will be asked to restrict his assessments so that
conditional medians lie inside these ranges.
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