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SELF-INVERSION-BASED MODIFICATION OF CROW AND SIDDIQUI'S
COEFFICIENT OF KURTOSIS TO ACHIEVE GAINS IN EFFICIENCY
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Lahore, Pakistan. Email: salehahabibullah@gmail.com
and
Syeda Shan-E-Fatima
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ABSTRACT

A random variable X is said to be ‘Self-Inverse at Unity’ (‘SIU’) when the reciprocal
of X is distributed exactly as X. Habibullah & Saunders (2011) and Fatima et al. (2013)
propose self-inversion-based modifications to well-known estimators of the cumulative
distribution function and the cumulative hazard function respectively. Fatima &
Habibullah (2013a & b) modify the formulae of some well-known estimators of central
tendency and dispersion for reciprocal-invariant distributions. By performing simulation
studies, they demonstrate that the modified formulae are likely to be more efficient than
the original formulae when sampling from distributions self-inverse at unity. Habibullah
& Fatima (2014a&b) focus on the phenomena of kurtosis and skewness, and propose self-
inversion-based modifications to (i) the well-known Percentile Coefficient of Kurtosis
and (ii) Kelley’s Measure of Skewness, respectively. In this paper, we adopt a similar
approach for proposing a modification to Crow and Siddiqui's Coefficient of Kurtosis, the
proposed formula being applicable when the sample has been drawn from a distribution
self-inverse at unity. By carrying out simulation studies based on 1000 samples of various
sizes drawn from the SIU version of the Birnbaum Saunders distribution, we show that
the proposed modification yields gains in efficiency which, obviously, has important
implications for accurate modelling.

Keywords: Self-Inverse at Unity, Crow & Siddiqui’s Coefficient.

1. INTRODUCTION

Habibullah and Saunders (2011) introduce the term “Self-inverse” asserting that a
non-negative continuous random variable X will be said to be ‘Self-Inverse atf3 > when
the probability density function of 3/ X is identical to that of X /3. The case B =1
yields “self-inversion at unity” in which case the (1-q)" quantile of the distribution of the
random variable X is the multiplicative inverse of the g™ quantile and, as such, the
median of the distribution is unity. For some properties of such reciprocal-invariant
distributions, see Seshadri (1965), Saunders (1974) and Habibullah et al. (2010).
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Habibullah and Saunders (2011) utilize the property of self-inversion at unity to
modify the formula of the well-known estimator of the cumulative distribution function
and demonstrate the usefulness of the modified formula by showing that its sampling
distribution is narrower than that of the original formula when a large number of samples
of a particular size are drawn from a distribution that is self-inverse at unity; Fatima et al.
(2013) obtain a similar result by modifying the Nelson Aalen estimator for estimating the
cumulative hazard function.

Fatima and Habibullah (2013a) propose self-inversion-based modifications of L-
estimators of three different measures of central tendency of reciprocal-invariant
distributions, and Fatima and Habibullah (2013b) present self-inversion-based
modifications to L-estimators of three different measures of dispersion. Habibullah and
Fatima (2014a) focus on the property of peakedness of a distribution self-inverse at unity
and propose a modification to the formula of the well-known percentile coefficient of
kurtosis; Habibullah and Fatima (2014b) propose a modification to the formula of the
Kelley’s measure of skewness. By performing simulation studies based on well-known
distributions, Fatima and Habibullah (2013a,b) and Habibullah and Fatima (2014a,b)
demonstrate that the proposed modified formulae are more efficient than the well-known
formulae in the estimation of the corresponding population parameters when sampling
from a distribution self-inverse at unity (SIU).

In this paper, we propose a modification to Crow and Siddiqui’s coefficient of
kurtosis and, by carrying out simulation studies based on 1000 samples of various sizes
drawn from the Birnbaum Saunders distribution, we demonstrate the proposed
modification yields gains in efficiency.

2. MAIN RESULTS REGARDING RECENTLY DEVELOPED
SIU-BASED MODIFICATIONS TO ESTIMATORS OF
CENTRE, SPREAD, SKEWNESS & KURTOSIS

Fatima and Habibullah (2013a) take up the estimation of measures of central
tendency of reciprocal-invariant distributions, and propose self-inversion-based
modifications to three L-estimators of central tendency i.e. the mid-range, mid-hinge and
arithmetic mean. Fatima and Habibullah (2013b) focus on the estimation of measures of
dispersion, and present self-inversion-based modifications to the range, inter-decile
range and inter-quartile range. Habibullah & Fatima (2014a) concentrate on the property
of peakedness of a distribution self-inverse at unity and put forth a modification to the
formula of the well-known percentile coefficient of kurtosis. Habibullah & Fatima
(2014b) present a modification to the formula of Kelley’s measure of skewness.

The well-known estimators as well as the proposed modifications are presented in
Table 2.1.
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Table 2.1
Well-Known Estimators as well as the SIU-Based Modifications
to Estimators of Centre, Spread, Skewness & Kurtosis

Estimation Well-known Modified Formula
of formula
Mid-Ra)r(lge X Mid-Range
0 + m _ 1 1 1
= — SIU= Z[(XO +Xm)+( /X0+ /Xm)]
Central M'd_H'g?e_l_ 0, Mid-l;ﬁnge 1 1
Tendency = ——— |su= Z[(Ql +Qs5) + ( /o, * /Q3)]
A.M. )
_ L1 X AM.giu= - [Z?:l Xi+ X 1/Xj]
n
Range 21 B 1 1 )
C XX, Rangegy = 5 [(Xm Xo) + (X_o X ]

m

1 1 1
Dispersion |IDR = Dgy — D;y |IDRgy = > [(Dgo —Dyo) + (D— - D—)]
10 90

IQR=Q; —Q, IQRgy = %[(Qg -Q)+ (i - i)]

Q Q
1 1
T ea | Jeiled
Kurtosis K=_——>—-— B Q; Q
2(Ro—Pyo) |Ksu= 1 1]
0<K<0.5 2{["90—%]—[30—%]
Sk SkKelley—SIU
Kelley -1 B -1
Skewness P90 -2 X~ + PlO [Pgo(sample) + ( P90(sample) ) :| -4+ I:>10(sample) + ( P10(5;;1mp|e) ) :|
= | = -1 N -1
P90 - PlU |: P90(sample) - ( P9O(samp|e) ) :| - |: PlO(sampIe) - ( Pl()(sample) ) :|

Through simulation studies based on repeated sampling from well-known
distributions possessing the self-inversion at unity property, the authors demonstrate that
each of the proposed modified formulae is more efficient than the corresponding well-
known formula when sampling from an SIU distribution. An outline of the simulation
results in the case of the Kelley’s Measure of Skewness and its modified version is given
in Table 2.2. Here 2000 samples of size 10 each have been drawn from the Birnbaum
Saunders distribution witha = g = 1.

3. SIU-BASED MODIFICATION TO CROW AND
SIDDIQUI’S COEFFICIENT OF KURTOSIS
In this paper, we focus on the estimation of the kurtosis of a distribution and propose
a modification to the formula of Crow and Siddiqui’s coefficient of kurtosis in the case of
distributions self-inverse at unity. By carrying out simulation studies based on repeated
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sampling from the Birnbaum Saunders distribution for three different choices of sample
size, we demonstrate the proposed modification yields gains in efficiency.

Table 2.2
Coefficient of Range and Coefficient of Variation of the Sampling Distribution of
the Well-Known Kelley’s Measure of Skewness as well as the Sampling Distribution
of the SIU-Based Modification to Kelley’s Measure

Well-known Formula

of Kelley’s Measure I::Ilodified Remarks
ormula
of Skewness
Minimum Value of -0.2064 02549
Sampling Distribution
Maximum Value of 0.9315 0805
Sampling Distribution
Range of.Sampllng Range of Sampling Distribution of
Distribution ol
(Maximum value 1.1379 0.5505 modlfled_forml_JIa_ Ies§ than Range
. L ' of Sampling Distribution of well-
minus Minimum
known formula
value)
Coefficient of Range of Sampling
Coefficient of Range 15693 0.5192 | Distribution of modified formula
of Sampling -156 93% =51.92%| approximately one-third of
Distribution T0IO Coefficient of Range of Sampling
Distribution of well-known formula
Variance of Sampling Distribution of
Variance of Sampling modified formula less than Variance
Distribution 0.0563 0.0080 of Sampling Distribution of well-
known formula
Mean of Sampling
Distribution 0.5333 060%0 | -
0.1467 Coefficient of Variation of Sampling
Coefficient of - Distribution of modified formula
Variation of Sampling | 0.4448 =44.48% 14 87% approximately one-third of

Distribution

Coefficient of Variation of Sampling
Distribution of well-known formula

3.1 Crow and Siddiqui’s Coefficient of Kurtosis and its Modification in the Case of

SIU Distributions

The well-known Crow and Siddiqui’s coefficient of kurtosis is given by

Kerow _&_siddiqui =

_Pis—Ps_PRys—Ps

Q%-Q

Prs — Py

(3.

where P97‘5 denotes the “97.5th” percentile whereas P2.5 denotes the “2.5th” percentile.
Utilizing the property of self-inversion at unity, we propose the following modification to

formula (3.1):
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(1+ P2.5(sample) P97.5(sample) )(P97.5(sample) - P2.5(sample) )

ID2.5(samp|e) I:)97.5(sample)

Ksiu_crow_&_siddiqui =

(1+ F)25(sample) P?S(sample) )(P75(sample) - I:>25(sample))

3.2 Simulation Study

In this section, we present the results of a simulation study that has been carried out in
order to demonstrate that the modified estimator provide gains in efficiency. Self-inverse
at unity version of the Birnbaum Saunders distribution has been considered for this

purpose.

We begin by presenting histograms of the sampling distributions of the Crow and
Siddiqui’s Coefficient of Kurtosis and the self-inversion-based modified estimator
obtained by drawing 1000 samples of size 50 each, an equal number of samples of size
100 each as well as 1000 samples of size 150 each drawn from the Birnbaum Saunders

distribution witha = g = 1.

|:)25(531mple) |:)75(sample)

(3.2)

Sample Well-Known SIU-Based Modification to
Size ‘n’ Kelley’s Measure of Skewness Kelley’s Measure
. 40 - ifi
Ordinary Modified
35 -
30 20 4
25 = 25 |
z 20 g 20 -
[
50 5. =15 1
10 10 -
5 5 -
0 0
Q9,0 ,0.0,9.0 . 9.9 5,9
NSO FAT N PAPA-PAS AP PSSO L®S®
VAol © 6 LB DB S ESESS
Data Data
Ordinary Modified
20 25
15 20
IS €15
S10 g
100 & f10
5 5
0 0

Data

) ANY Q \) Q O \) Q
IR R P KK

AN} A\) N} AN} N} AN} AN} S
R S K

Data
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Figure 2.3: Histograms of Sampling Distributions of the Well-Known Kelley’s
Measure of Skewness as well as the Sampling Distribution of the

SIU-Based Modification to Kelley’s Measure

Subsections 3.2.1 to 3.2.3 below present a comparison of the sampling distributions of
the Crow and Siddiqui’s Coefficient of Kurtosis and the self-inversion-based modified

estimator based on the coefficients of range and coefficients of variation of the sampling
distributions.

3.2.1 Comparison of Coefficients of Range:

Table 3.1 contains maximum, minimum and as well as values of ranges and
coefficients of range of the sampling distributions of the well-known Crow and
Siddiqui’s Coefficient of Kurtosis and the modified estimator.

Table 3.1
Minimum and Maximum values, Ranges and Coefficients of Range of the sampling
distributions of Crow and Siddiqui’s Coefficient of Kurtosis and Modified when

sampling from the Birnbaum Saunders distribution with a=g=1.

Sample Well-Known Estimator Newly Proposed Estimator
Size Minimum | Maximum | Range Coefficient Minimum | Maximum | Range Coefficient
n of Range of Range
1.1945 1.4438
50 -1.02 1151 |12.53 =119 45% -1.99 10.98 | 12.98 =144.38%
0.5371 0.5056
100 2.87 9.53 6.66 ~53.71% 3.09 9.41 6.32 ~50.56%
0.4696 0.4728
150 2.40 6.65 4.25 —46.96% 2.56 7.17 4.60 ~47 28%

3.2.2 Comparison of Coefficients of Variation

Table 3.2 contains means, variances and coefficients of variation of the sampling

distributions of the well-known Crow and Siddiqui’s Coefficient of Kurtosis and the
modified estimator.
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3.2.3 Discussion and Interpretation

It is interesting to find that, contrary to expectations, the coefficient of range of the
sampling distribution of the self-inverse-based modified estimator is not substantially less
than that of the well-known Crow and Siddiqui’s Coefficient of Kurtosis. However, for
each choice of sample size, the histograms of the two sampling distributions

Table 3.2
Means, Variances and Coefficients of Variation of the sampling distributions of

Crow and Siddiqui’s Coefficient of Kurtosis and Modified Estimator when
sampling from the Birnbaum Saunders distribution with a=£=1.

Sample Well-Known Estimator Newly Proposed Estimator
Size | Mean | Variance | COfCENt | prean | Variance | Coeicient
n of Range of Range
0.333 0.245
50 4574 2.324 -33.3% 4.424 1.173 =24.50%
0.212 0.184
100 | 5495 | 1362 | _j7.o | 5021 | 0853 | _auo
0.187 0.143
150 | 4001 | 0561 | _j5o. | 4035 | 0334 | o

Testify to the well-known assertion that the range is unduly affected by extreme
values. As far as the coefficient of variation is concerned, we find that, for each of the
three choices of sample sizes, the coefficient of variation of the modified estimator is
smaller than that of the well known estimator.

4. CONCLUDING REMARKS

In this paper, we have utilized the property of self-inversion at unity to propose a
modification to the formula of Crow and Siddiqui’s Coefficient of Kurtosis and, through
a simulation study based on repeated sampling from the Birnbaum Saunders distribution,
have demonstrated that the modified formula yields an estimator the sampling
distribution of which is narrower than that of the original estimator in the case when one
is sampling from a distribution that is self-inverse at unity. It appears that it may be
useful to adopt the proposed formula as an estimator of the kurtosis of the distribution
when one has reasons to believe that a single-parameter distribution defined on the
positive half-line and invariant under the reciprocal transformation is a suitable
probability model for the data at hand, and one is interested in efficient estimation of the
distribution-parameter on the basis of the kurtosis of the distribution.
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ABSTRACT

Assessing the strength of agreement among clinicians is one of the main concerns of
medical researchers. In medical science scoring methods are commonly used for assessing
certain deformities. Development of valid scoring systems requires substantial agreement
between the raters. The Kappa statistics is one of the most widely used statistical technique
for assessing the degree of inter-rater agreement for qualitative items. Despite of its
popularity, kappa statistics has some serious weaknesses due to which it has been replaced
by ACI statistics proposed by Kilem Gwet in 2001. It has been proved that Gwet’s AC1 is
more stable and less affected by prevalence and marginal probability than Cohen’s Kappa.

It is noted by the authors of this paper that for same sample size, same overall
agreement and same off diagonal numbers but different diagonal numbers the magnitude
of Gwet’sACl statistics changes considerably. However, any agreement statistics should
provide approximately similar results. On this basis we have proposed a new and simpler
formula “SNVI statistics” based on minimum expected agreement which is more stable in
comparison to both agreement statistics.
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INTRODUCTION

Assessing agreement between independent raters appraising same rating system is of
very much important concern in medical and social sciences. Scoring or rating systems
are widely use in medical sciences in order to judge whether patient has particular disease
or not. Inter-rater agreement also helps in evaluation of reliability of such scoring and
rating systems. Cohen’s Kappa is the most widely used statistical method for evaluating
inter-rater agreement. But it has already been shown that Kappa statistics is not
satisfactory. In 2002, Kilem Gwet has shown that Kappa statistics is greatly affected by
marginal probabilities and prevalence (Gwet 2002). Considering, unreliability of Kappa
statistics Gwet proposed alternative method AC1 statistics which is proved to be more
stable and less affected by prevalence and marginal probabilities in comparison to Kappa
statistics(Gwet 2002, Wongpakaran, Wongpakaran et al. 2013).
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Kilem Gwet recommended the use of chance-independent agreement which inflates
the overall probability of agreement. But we noted that for same sample size, same
overall agreement and same off-diagonal numbers but different diagonal numbers, the
magnitude of Gwet’sAC1 statistics changes considerably though it should not.

With the intention offixing this issue we have proposed a very simple and easy to use
formula named “SNI statistics” based on minimum expected agreement which is more
stable and remains approximately the same for same sample size and for same overall
agreement but different diagonal numbers. In this paper we have compared the results of
this new formula with both Cohen’s Kappa and Gwet’sACl statistics.

STATISTICAL ANALYSIS
Cohen’s Kappa and Gwet’sAC1 statistics were calculated using STATSDIRECT
software. Manual calculation was also performed.

Cohen’s kappa:

where P is the percent of observed agreement

p Y1, the number of times both raters classify a subject into category i

Total numebr of obsertavions(N)

and e, is chance agreement probability calculated as

q (Total no.of obs.in category i of rater A) (Total no.of obs.in category i of rater B)

i=1 Total numebr of obsertavions(N) Total numebr of obsertavions(N)

AC1 Statistics:

where, e, is the chance-independent agreement

FOR 2X2 CONTINGENCY TABLE
e, is calculated as 2Q(1-Q)

Q _ (Total no.of obs.in category 1 of rater A+Total no.of obs.in category 1 of rater B)
2N

FOR 3X3 CONTINGENCY TABLEOR MORE

Th,0i(1-0)
Total number of categories (q)—1

e, is calculated as

where i is the ith number of category and i=1,2,....,q

Total no.of obs.in category i of rater A+Total no.of obs.in category i of rater B)

Qi:( 2N
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SNI STATISTICS:

P—ey

j(adj = 1—e,

and e, is the expected minimum agreement calculated as

Average(Min.sample size of catl,Min.sample size cat2,...Min.sample size of catq)

Total numebr of obsertavions(N)

RESULTS

We have tried to explain the differences between the three agreement statistics with
the help of examples. In example 1, 2 and 3 we have taken four 2x2 tables, 3x3 tables and
4x4 tables respectively with same sample size, same overall observed agreement and
same off-diagonal elements but different diagonal numbers. From both the examples it
can be seen that the magnitude of Gwet’sAC1 statistics changes noticeably but the SNI
statistics remained the same.

Statisticians are always interested in parsimonious models and formulas. SNI
statistics is parsimonious formula and quite easy to use.

EXAMPLE 1:2X2 CONTINGENCY TABLES
Consider the following four 2x2 contingency tables with same sample size, same
overall observed agreement but different diagonal numbers

Rater B
1 2 Total
1 15 1 16
Rater A 2 1 2 3
Total 16 3 19
P 0.8947 | Cohen's Kappa | 0.6042
e(Y) 0.2659 Gwet'sAC1 0.8566
e(k) 0.7341 | SNI statistics | 0.7895
e(v) 0.5000
Rater D
1 2 Total
1 5 1 6
Rater C 2 1 12 13
Total 6 13 19
P 0.8947 Cohen's Kappa 0.7564
e(Y) 0.4321 Gwet'sAC1 0.8146
e(k) 0.5679 SNI statistics 0.7895
e(v) 0.5000




Modification in Kappa Statistics-A New Approach

12
Rater F
1 2 Total
1 10 1 11
Rater E 2 1 7 8
Total 11 8 19
P 0.8947 | Cohen's Kappa | 0.7841
e(Y) 0.4875 Gwet'sAC1 0.7946
e(Kk) 0.5125 | SNI statistics | 0.7895
e(v) 0.5000
Rater H
1 2 Total
1 16 1 17
Rater G 2 1 1 2
Total 17 2 19
P 0.8947 | Cohen's Kappa | 0.4412
e(Y) 0.1884 Gwet'sAC1 0.8703
e(k) 0.8116 SNI statistics 0.7895
e(v) 0.5000
EXAMPLE 2: 3X3 CONTINGENCY TABLES
Rater B
1 2 3 Total
1 5 3 2 10
2 2 3 4 9
Rater A 3 0 > 3 5
Total 7 8 9 24
P 0.4583 | Cohen's Kappa | 0.1979
e(Y) 0.3320 Gwet'sAC1 0.1891
e(k) 0.3247 SNI statistics 0.2500
e(v) 0.2778
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Rater D
1 2 3 Total
1 0 3 2 5
2 2 11 4 17
Rater C 3 0 > 0 >
Total 2 16 6 24
P 0.4583 Cohen's Kappa -0.1064
e(Y) 0.2391 Gwet'sAC1 0.2881
e(k) 0.5104 SNI statistics 0.2500
e(v) 0.2778
Rater F
1 2 3 Total
1 1 3 2 6
2 2 10 | 4 16
Rater E 3 0 > 0 >
Total 3 15 | 6 24
P 0.4583 | Cohen's Kappa | -0.0196
e(Y) 0.2600 Gwet'sAC1 0.2680
e(k) 0.4688 | SNI statistics 0.2500
e(v) 0.2778
Rater H
1 2 3 Total
1 11 3 2 16
2 2 0 4 6
Rater G 3 0 > 0 >
Total 13 5 6 24
P 0.4583 Cohen's Kappa | 0.0429
e(Y) 0.2773 Gwet'sAC1 0.2505
e(k) 0.4340 SNI statistics 0.2500
e(v) 0.2778

13



14 Modification in Kappa Statistics-A New Approach

EXAMPLE 3: 4X4 CONTINGENCY TABLES

Rater B
1 2 3| 4| Total
1| 21| 12 0|0 33
2 4| 17 110 22
Rater A 3 3 9| 15| 2 29
4 0 0 0|1 1
Total 28| 38| 16| 3 85
P 0.6353 Cohen's Kappa 0.4728
e(v) 0.1971 Gwet'sAC1 0.5292
e(k) 0.3082 SNI statistics 0.5458
e(Y) 0.2254
Rater B
1 2 3 4 | Total
1 8] 12 0 0 20
2 4 2 1 0 7
Rater A 3 3 9| 16 2 30
4 0 0 0| 28 28
Total 15| 23| 17| 30 85
P 0.6353 Cohen's Kappa 0.5133
e(v) 0.1971 Gwet'sAC1 0.5172
e(k) 0.2507 SNI statistics 0.5458
e(Y) 0.2445
Rater B
1 2 3 | 4| Total
1 26 |12 | 0 |0 38
2 4 0 110 5
Rater A 3 3 9 28 | 2 42
4 0 0 0 |0 0
Total 33 | 21| 29 |2 85
P 0.6353 Cohen's Kappa 0.4331
e(v) 0.1971 Gwet'sAC1 0.5388
e(k) 0.3567 SNI statistics 0.5458
e(Y) 0.2092
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Rater B
1 2 3 4 | Total

1 0] 12 0 0 12

Rater 2 4| 54 1 0 59

A 3 3 9 0 2 14

4 0 0 0 0 0

Total 71 75 1 2 85

P 0.6353 Cohen's Kappa 0.0248

e(v) 0.1971 Gwet'sAC1 0.5858

e(k) 0.6260 SNI statistics 0.5458
e(Y) 0.1194

CONCLUSION

SNI statistics is a parsimonious, more stable, simpler and easy to use formula as
compared to the other two agreement statistics.
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ABSTRACT

BACKGROUND: Different countries have developed their separate growth charts so
that health practitioners can monitor growth pattern of the children using only one
national standard. OBJECTIVE: To develop the growth charts of children of Pakistan
using quantile regression and Cole’s LMS method and compare the results with WHO
anthropometric standards. METHODOLOGY: This study is a part of a larger national
clinical survey for Time of eruption of permanent teeth, covering all the provincial
capitals of Pakistan and Larkanacity. A total sample of 9515 students was collected; 4370
from Karachi, 1324 from Larkana, 1267 from Quetta and 2554 from Peshawar. The data
of height, weight and age along with other required dental information were collected
from each child. Quantile regression, Cole’s LMS method and WHO anthropometric
system were used to develop the growth chart of height-, weight- and BMI-for-age.
RESULTS: The percentile values for BMI-for-age, Height-for-age and Weight-for-age
are comparable for both Quantile regression and Cole’s LMS method; however the WHO
percentiles differ widely with these two methods resulting that the WHO growth
standards are not applicable for Pakistani children. CONCLUSION: Study showed that
WHO growth chart is not suitable for Pakistani children. Furthermore, quantile regression
can be used in developing a nation growth charts for Pakistani children.

KEYWORDS
Quantile regression, Cole’s LMS method, Growth charts, WHO growth charts,
Pakistani children

INTRODUCTION

Historically Anthropometry (measurement of the human individual) was the interest
of scientists from very early age. Normal growth pattern was measured and plotted in the
form of growth chart. However, continuous update of these growth charts is essential to
see any change due to dieting habits and environmental factors (Karlberg, 1999). These
growth charts are very useful to determine the physiological needs of the children
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(Borghi, 2006) and help in academic and planning to the field of medicine, education,
pharmaceutical industries and government agencies (Hensinger 1998). Studies have been
conducted to develop the growth charts almost all over the world, e.g. USA (Hedley,
2004), UK (Wright, 2008), Italy (Cacciari, 2002), Turkey (Neyazi, 2006), India (Tarozzi,
2008) and Pakistan (Kelly, 1997; Kamal, 2004; Aziz, 2012; Mushtaq, 2012). In addition
to national studies multi-countries studies have also been conducted to develop combined
growth chart, such as de Onis(2006)article covered Norway, Brazil, Ghana, India, Oman
and USA; Onayngo (2007)article involved Argentina, Italy, Maldives and Pakistan; and
Bonthuis (2012) article comprised the data of 28 European countries.

As so many studies have been conducted for growth charts for children, so as many
different statistical techniques have been applied to develop the growth charts and
smoothing for the irregularities in the curves. A detailed review has be presented by
Borghi (2006).Methods have been developed of taking care of first four moments (mean,
SD, skewness and kurtosis) for estimating the centiles. However, quantile regression
method has not been given much attention. In this paper authors have used a multicenter
countrywide data of Pakistan to develop the growth curve by using quantile regression
and compared the results with WHO standard percentile and LMS method [Box-Cox
transformation (L), the median (M), and the generalized coefficient of variation (S)]
(Flagel, 2013).

METHODOLOGY

This study is a part of a larger national clinical survey for “Time and sequence of
eruption of permanent teeth”. This cross-sectional study is approved and funded by
Higher Education Commission, Islamabad. A total sample of 9515 students was collected
using systematic random sampling; 4370 from Karachi, 1324 from Larkana, 1267 from
Quetta and 2554 from Peshawar. The data was entered in MS Excel. Quantile regression
was applied using SAS 9.2 software and Cole’s LMS method was applied using STATA
12. Investigator-administered questionnaire was used to obtain information from the
children who had ‘just erupted teeth’ about age, gender, height and weight along with
other required dental information. The age range was 4 to 15 years. Permission to
conduct this survey in the respective schools was obtained from Principal. Institutional
Review Board of Dow University of Health Sciences has approved this study for ethical
consideration.

Procedure: Same methodology has been applied in all the four study centers.
Detailed methodology for Karachi center has been given in Khan (2011) and Khan
(2012). Briefly, 102 schools were randomly selected from 6,508 schools of Karachi, 24
schools were selected from Quetta and 15 schools were selected from Larkana and 20
schools were chosen from Peshawar. The clinicians was trained and calibrated by a senior
Pedodontist, who has been involved in many such studies (Chohan 2007). Kappa statistic
was used to find inter-examiner reliability between examiners (field dentists) and with the
reference (trainer) examiner.

A team of dentists (1 male and 1 female) and assistants (1 male and 1 female) were
hired and the objectives and methodology were explained in detail. Consent form was
sent to the parents before the day of examination. All the present students were examined



Sundus and Khan 19

for the general checkup, if the parents have given the consent and the child is Pakistani.
Among those students, if a child has have just erupted tooth, then the child was taken
away from the class. The selected child was clinically examined for the eruption of teeth,
caries experience and hygiene index and some other information regarding the dieting
habits was collected. The height and weight are also measured for each child. The date of
birth was obtained from the school record. The criterion of just erupted teeth was defined
as: a tooth deemed to have emerged if any part of it was visible in the mouth.

RESULTS

Among 8373 school going children, 4379(52.3%) were males and 3976(47.5%) were
females. Mean (SD) age was 9.3 (2.3) years. The Mean (SD) height, weight and BMI
were, 130.56 (13.86) cm, 27.88(9.87) Kg and 15.97 (3.64) Kg/m? respectively (Table 1).
BMI-for-Age, Height-for-Age and Weight-for-Age were computed for boys and girls,
using quantile regression, LMS method, WHO-percentile and WHO-standard percentile
(Table 2 — Table 19).

The WHO percentiles calculated using free software WHO anthroplus differs
significantly from the centiles charts developed using Quantile regression and Cole’s
LMS method; whereas visually small differences exists between the centiles of Quantile
regression and Cole’s LMS method. It has been observed that children who fall in
extreme categories of WHO are in normal ranges of the other two methods.

Due to significant differences in WHO growth references and the centiles developed
by the other two methods revealed that using WHO standard growth references for our
population may place children at risk of misdiagnosis; inferring that WHO growth charts
are not suitable for Pakistani children.

CONCLUSION

Study showed that the anthropometric measurements of Pakistani children are
incomparable with WHO standard references and are not suitable for our population.
Furthermore, quantile regression can be used as an alternative method to develop growth
charts.
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Table 1
Descriptive Statistics for Demographic Information
Overall Male Female
n=8373 n=4397 n=3976

Age (years)

Mean+SD 9.3+2.30 9.14+2.21 9.14+2.21
Median(IQR) 9(7-11) 9(7-11) 9(7-11)
Min-Max 4-15 4-15 4-15

BMI (kg/m?

Mean+SD 15.97+3.64 16.33+4.04 15.54+3.09
Median(IQR) | 15.31 (13.85-17.36) | 15.53(13.89-17.84) | 15.09 (13.72-16.83)
Min-Max 5.94-59.49 7.06-59.49 5.94-51.44
Height (cm)

Mean+SD 130.56+13.86 131.63+14.16 129.37+13.42
Median(IQR) 130 (121-140) 131 (121-141) 129 (120-139)
Min-Max 78-192 78-192 78-192
Weight (kg)

Mean+SD 27.88+9.87 29.02+10.63 26.62+8.80
Median(IQR) 26 (20-33) 27 (21-35) 25 (20-31)
Min-Max 7-95 7-95 7-94

Table 2:
BMI-FOR-AGE using Quantile regression
(Total sample size=8371; 3976 Females and 4395 males)

Age in| Age in Quantile regression-Percentiles (BMI kg/m?) For Girls

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 76 | 93|99 |118|124|135|146|155|17.1|17.7 | 20.0
5 60 81 | 96 103|120 |126|13.8|15.0|16.0|17.8 | 185 | 209
6 72 85 |10.0|10.6 |12.3|129|14.1| 155|165 |185|19.2 | 218
7 84 89 |104|11.0|125|132|145|159|17.0|19.2 | 20.0 | 22.7
8 96 93 |10.8|11.3|128|135|14.8|16.3|17.4|19.8|20.8 | 23.6
9 108 9.8 |11.2|11.7|131| 137|151 |16.7|179| 205|215 | 245
10 120 | 102 (11.6|12.1|133| 140|154 |17.2|184|21.2|22.3 | 25.3
11 132 | 10.6 | 12.0 | 12.4 | 136 | 143|158 | 17.6 | 189 | 21.9 | 23.1 | 26.2
12 144 | 111|124|128|139|145|16.1|18.0| 194 | 226 | 23.8 | 27.1
13 156 |115|12.8|13.2|14.1|148| 165|185 |19.8|23.2|24.6 | 28.0
14 168 | 12.0 | 13.2|135|14.4|15.1|16.8 | 19.0 | 20.4 | 24.0 | 25.5 | 29.0
15 180 |12.3|135|139|146|154|17.1|19.3|20.8|24.6|26.1|29.8
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Table 3:
BMI-FOR-AGE using LMS method

Age in| Age in Percentiles using LMS Method for BMI (Kg/m?)-Girls

years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - - 118.0|21.0| - -
5 60 9.0 | 10.0 | 105| - - |150| - [170| - |19.0| -
6 72 8.7 |10.0 | 10.0 | 11.0 | 12.0 | 14.0 | 16.0 | 18.0 | 20.0 | 21.0 | 24.0
7 84 9.0 |10.0 | 11.0|12.0|13.0|14.0| 16.0 | 17.0 | 19.0 | 19.6 | 21.0
8 96 |10.0|110|11.0|12.0|13.0| 150 16.0|17.0| 19.0|19.4 | 205
9 108 | 11.0 | 12.0|12.0| 13.0| 14.0|15.0 | 17.0 | 18.0 | 20.0 | 21.0 | 23.0
10 120 |11.0 | 12.0|12.0|13.0| 14.0| 16.0 | 18.0 | 19.0 | 21.6 | 23.0 | 25.5
11 132 | 11.0|12.0| 120|133 |14.0|16.0 | 18.0 | 19.7 | 22.4 | 23.6 | 26.7
12 144 - 12.0|13.0| 140 | 15.0 | 16.0 | 19.0 - 23.3 | 25.3 | 28.3
13 156 | 12.0 (13.0|13.0|140|150|170| - |200|230| - |26.7
14 168 - 11.0 | 11.0 - - - - - - 25.0 -
15 180 - - 120 - - |16.0]| - - - - |126.0

Table 4:
BMI-FOR-AGE using WHO-percentile

Age in| Age in WHO-Percentiles (BMI Kg/m?) For Girls

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 |123]13.0]| - - - - - - - - 191
5 60 |123|12.8|131| - - |153] - |169|181| - |19.2
6 72 |123|12.8]|13.1|138|143|153|16.4|17.1|18.3|18.9]20.0
7 84 |123(129|131|139|144| - |16.6|17.4|189|195]|21.0
8 96 125(13.0|133| 141|146 | 157 |17.0| 178|195 20.1 | 21.8
9 108 |12.7|132| 136|144 |149|16.1|175|18.4|20.1|21.1| 22.7
10 120 |13.0(13.6|139|148|154| - |181|19.1|212|22.1|24.2
11 132 | 134 (140|144 153|159 17.3|18.9|20.0|22.2|23.4|25.8
12 144 |139|145|149|159|16.,5| 18.0 | 19.8 - 23.3 244|279
13 156 |144) 151|155 | 16.6 - - - - 244 1259 | 28.4
14 168 | 15.0 | 15.7 | 16.0 - - 19.6 - - 25.3 - -
15 180 | 15.2 | 16.0| - - - - - - - - -
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Table 5:

BMI-FOR-AGE for boys using Quantile regression

23

Age in| Age in Quantile regression-Percentiles (BMI kg/m?) For Boys

years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 74 |1 9.0 | 98 |11.3|12.0|12.8| 138|143 | 16.0 | 16.7 | 17.5
5 60 80 | 95 (102 |11.7|124|134|146|152|17.2|18.0| 19.6
6 72 85 |10.0|10.6 |12.1|128|139|153|16.1|18.4|194 216
7 84 9.0 | 104 | 111|124 |132|14.4|16.0|17.0 | 195 | 20.7 | 23.7
8 96 9.6 |110.9|115]|128|13.6|149|16.8|18.0| 20.7 | 22.1 | 25.8
9 108 |10.1|11.4|119|132|140|155|175|18.9|219|23.4|27.8
10 120 |10.7|11.8|123|135|14.4|16.0|18.2|19.8|23.1|24.7 | 29.9
11 132 | 112|123 |128|139|14.8|16.,5|19.0 | 20.7 | 24.3 | 26.1 | 32.0
12 144 |11.8|12.8|132|143|152|17.0|19.7|21.6|254|27.4|34.1
13 156 | 12.3|13.2| 136|146 | 156 |17.6 | 205 | 22.5 | 26.6 | 28.8 | 36.2
14 168 | 129|133 |14.1|150|16.0|18.1|21.2|235|27.9|30.2|38.3
15 180 | 132|141 |144|153|16.3|185|21.8|24.1|28.7|311]39.8

Table 6:
BMI-FOR-AGE for boys using LMS method

Age in| Age in Percentiles using LMS Method for BMI (Kg/m?)-Boys

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - 17.0 - - - -
5 60 7.0 | 9.3 - |120]130| - |16.0|170| - - -
6 72 84 | 9.0 - | 12.0]128|14.0|16.0|170| - |20.0|21.0
7 84 95 |10.0|11.0| 120 13.0| 140 16.0 | 17.0| 19.0 | 20.0 | 21.7
8 96 |10.8|11.0|12.0|13.0|13.0|15.0|16.0|17.0| 19.0|20.0]| 22.1
9 108 | 11.0 | 12.0| 12.0 | 13.0| 14.0 | 15.0| 17.0 | 18.0 | 21.0 | 22.0 | 24.8
10 120 | 11.012.0| 12.0|14.0| 14.0 | 16.0 | 19.0 | 20.0 | 23.0 | 24.3 | 28.2
11 132 | 11.2|12.0|13.0| 140|150 17.0 | 194 | 21.0 | 24.8 | 26.0 | 29.8
12 144 | 12.0|125|13.0| 14.0| 15.0| 18.0| 21.0 | 23.0 | 27.0 | 29.6 | 36.8
13 156 | 12.313.0|14.0|15.0| 16.0 | 18.0|21.0|24.0| - |31.0]|43.0
14 168 | 12.0 | 12.0| 13.0 | 15.0| 16.0 | 180 | - - |29.0] - |375
15 180 |13.0|140| - |16.0|17.0(19.0| - - - - |33.0
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Table 7:
BMI-FOR-AGE for boys using WHO-percentile

Age in| Age in WHO-Percentiles (BMI Kg/m?) For Boys

years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - - - - - -
5 60 - - - - - - - - - - -
6 72 | 127 | - |13.4]140| - - |163] - |17.9|18.3| 189
7 84 |128|132|135| - |146|155|165|17.1|18.3|18.8 | 19.8
8 96 | 129134137 |144|148|158|16.8|17.5|18.9|19.4 | 20.6
9 108 | 13.1|13.6|139| 146|150 16.1|17.3|18.0| 19.5|20.1|21.5
10 120 |13.3(13.9|14.1|149| 154 |16.4|17.8|18.6 | 20.2 |21.0| 22.9
11 132 | 136|142 | 145|153 (158 |17.0| 184|193 |21.1|22.1|24.3
12 144 | 141)|146| 149|158 |16.3|175|19.1|20.0 | 22.0 | 23.0 | 25.3
13 156 | 145 (151|154 |163|169| - |19.9|21.0|23.2|24.2|26.8
14 168 | 149|156 | 16.0| - - - |208| - |243|252|28.1
15 180 | 155 |16.2| - - - 1198 - - | 252 - -

Table 8:
HEIGHT-FOR-AGE for girlsusing Quantile regression

Age in| Age in Quantile regression-Percentiles (Height in cm) For Girls

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 |91.4|93.2|94.0|98.,5|101.3/106.0{111.4/115.8|123.8|127.0|132.0
5 60 |94.6|96.8 | 98.0 102.8/105.7/110.5/116.0/120.2|128.0{131.0({136.0
6 72 | 97.7 |100.4|102.0{107.0{110.0/115.0|120.6|124.6|132.2|135.0(140.0
7 84 |100.9/104.0/106.0{111.3|114.4|119.5|125.2|129.0|136.4|139.0(144.0
8 96 |104.0(107.6|110.0|115.5|118.7(124.0|129.8|133.4|140.5|143.0|148.0
9 108 (107.2|111.2|114.0|119.8(123.0|1128.5|134.4|137.8|144.7|147.0|152.0
10 120 (110.3|114.8|118.0|124.0(127.4|133.1|139.1|142.2|148.9(151.0|156.0
11 132 |113.5|118.5|122.1|128.3(131.7|137.6|143.7|146.7|153.1|155.1|160.1
12 144 |116.7|122.1|126.1|132.6(136.1|142.1|148.3|151.1|157.3/159.1|164.1
13 156 |119.9(125.8/130.2|137.0|140.6|146.7|153.0|/155.6|161.6|163.2|168.2
14 168 [123.3|129.7|134.6|141.6(145.3|151.7|158.1|160.5|166.1|167.6|172.6
15 180 |126.0(132.8|138.0|145.3|149.0|155.5|162.0(164.2|169.7|171.0|{176.0
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Table 9:
HEIGHT-FOR-AGE for girls using LMS method

Age in| Age in Percentiles using LMS Method (Height in cm) for Girls

years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - 106.0] - - - - - - - -
5 60 |970]995| - ]106.0/ - |114.0|119.0{122.0]f - |128.0{131.0
6 72 1918 - - - |108.0f - - - [129.0]131.0/135.8
7 84 |101.6/104.0/106.0] - [113.0] - - - [134.0]136.0{141.0
8 96 |107.3|110.0] - - - |1240] - |134.0|141.0|144.5|151.0
9 108 |111.0{114.0/116.0] - ]123.0{129.0| - - [146.0]149.7|155.7
10 120 |112.0{1155|118.0/ - ]128.0{135.0] - [145.0|151.0|153.0|157.1
11 132 |116.3|121.0/123.0|129.0| - - |145.0] - |[154.0|157.0|161.0
12 144 1118.7|124.0| - - - - - - |158.0/159.0| -
13 156 - ]127.3|130.7|137.0| - - - - 1160.0f - |[164.0
14 168 |121.0(125.3|129.0|137.0| - - |155.0] - - - -
15 180 - ]118.0 - - - - - - 1168.0] - -

Table 10:
HEIGHT-FOR-AGE for girls using WHO-percentile

Age in| Age in WHO-Percentiles (Height in cm) For Girls

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - |111.00{113.00
5 60 [99.00| - - - - - - [120.09
6 72 [10244] - - - - - |125.00|128.00
7 84 |10758| - [112.00 - - 130.00 [ 131.00 | 133.20
8 96 |112.57|116.00{117.00 - - 136.00f - [140.38
9 108 |118.09[121.00| - - - - - - [144.00 | 146.86
10 120 |123.48(127.00/128.00/132.00| - - |[143.00] - [149.00]151.00154.09
11 132 |129.43[132.00/134.00|138.00{ - [145.00] - [152.00| - - |161.00
12 144 1134.97|138.00|140.00| - - - - - - -
13 156 |140.37|143.00| 145.00 - - |161.00| - - -
14 168 |142.86|147.00| - 155.00| - 167.00] - -
15 180 |146.00| - - 157.00] - - - -
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Table 11:
HEIGHT-FOR-AGE for boys using Quantile regression

Age in| Age in Quantile regression-Percentiles (Height in cm) For Boys

years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 |93.3|94.2|95.7 {100.0{104.0{108.0(113.8|117.0|120.0|124.9|130.3
5 60 |95.7|97.6|99.4(104.0(108.0/112.4|118.2|121.6|125.1|129.6(135.1
6 72 |98.0(101.0{103.0{108.0(112.0/116.7|122.6{126.0|{130.0|134.3(139.8
7 84 |100.4|104.4|106.7(112.0{116.0|121.0|127.0|130.5|135.0|139.0(144.5
8 96 |102.7|107.8/110.4{116.0(120.0|125.4|131.4|135.0{140.0|143.7(149.3
9 108 |105.0(111.2|114.0|120.0|{124.0|129.7|135.8|139.5|145.1|148.5|154.0
10 120 |107.4(114.6|117.7|124.0|128.0|{134.1|140.3|144.1|150.1|153.2|158.8
11 132 (109.7|118.0|121.4|128.0(132.0|1138.4|144.7|148.6|155.1|157.9|163.6
12 144 |112.0|1121.5|125.1|132.1(136.1|142.7|149.1|153.1|160.1|162.7|168.3
13 156 (114.41124.9|128.8|136.1(140.1|147.1|153.5|157.6|165.2|167.4|173.2
14 168 [116.8|128.4|132.6|140.3(144.3|151.6|158.1|162.3(170.4|172.3|178.1
15 180 [118.5|130.9|135.2|143.1{147.1|1154.7|161.3|165.5(173.9(175.7|181.5

Table 12:
HEIGHT-FOR-AGE for boys using LMS method

Age in| Age in Quantile regression-Percentiles (Height in cm) For Boys

years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - - - - |144.0] -
5 60 |93.0]99.0|101.0f - [110.0/116.0|122.0{125.0{130.0] - |[135.3
6 72 |91.8]96.3|99.0| - - - |123.0127.0{133.0|135.3|140.0
7 84 |103.4|/107.0/108.0f - [115.0] - - ]130.0{137.0|139.0|145.0
8 96 |105.8{110.0/ - |[116.0/119.0] - - 1134.0(140.0(142.3|147.0
9 108 |[111.0|115.0|117.0|122.0{125.0| - |137.0| - |[147.0(149.0|154.0
10 120 |113.7(118.4|121.0| - |130.0|{136.0|142.0|/145.0|150.0|152.0|155.8
11 132 |115.7|120.0|122.0| - - - |145.0f - |155.0(157.0|162.0
12 144 1112.0(118.5/122.0| - |134.0{142.0| - - 1160.0{162.5|167.0
13 156 |108.0/119.8| - |133.0| - - - - 1170.0173.0({179.0
14 168 |[114.5|123.0| - |138.0 - - 1162.0] - - 1177.0]180.0
15 180 - [129.0(138.0| - - - - - - - -
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Table 13:
HEIGHT-FOR-AGE for boys using WHO-percentile
Age in| Age in WHO-Percentiles (Height in cm) For Boys
years |months| 104 | 3096 | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - -
5 60 - - - - - - - - -
6 72 |105.00] - [108.00 - |116.00 121.00{124.00 | 125.00 | 127.40
7 84 1109.56]112.00{113.00 - - - - - ]132.00]134.45
8 96  |113.59]117.00{118.00 - - |131.00(133.00] - [138.00]140.13
9 108 |118.47]121.00| - - - - - - |144.00]147.00
10 120 ]122.10[126.00|127.00 - - |142.00f - ]148.00]150.00]152.78
11 132 ]127.28(130.00|132.00 - - - [150.00|154.00{156.00 | 159.70
12 144 1131.90[136.00| - - [149.00(154.00{ - [161.00{162.00165.60
13 156 |138.00 | 142.00| 144.00 151.00 | 156.00 | 161.00 168.00|170.00 | 174.00
14 168 |145.56[149.00| - 158.00] - - |178.00]180.00
15 180 ]150.00 | 154.00 156.00 - - - - -
Table 14:
WEIGHT-FOR-AGE for girls using Quantile regression
Age in| Age in Quantile regression-Percentiles (Weight in Kg) For Girls
years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 65 | 84 | 92 |11.3|12.0|13.2|16.0 | 18.0 | 22.0 | 225 | 25.8
5 60 8.0 | 10.0 | 10.8 | 13.0 | 14.0 | 15.6 | 18.7 | 21.0 | 25.4 | 26.3 | 30.0
6 72 95 | 116|124 |148|16.0|18.0|21.4 | 24.0 | 28.7 | 30.0 | 34.2
7 84 |11.0|13.2|14.0|16.5|18.0|20.4|242|27.0|32.0| 33.8| 384
8 96 | 125|147 |15.6|18.3|20.0|22.8|26.9|30.0|354|375]|425
9 108 | 14.0 | 16.3 | 17.2 | 20.0 | 22.0 | 25.2 | 29.6 | 33.0 | 38.7 | 41.3 | 46.7
10 120 | 155(17.9|18.8|21.8|24.0|27.6 | 32.3|36.0 | 42.0 | 45.0 | 50.9
Table 15:
WEIGHT-FOR-AGE for girls using LMS method
Age in| Age in Percentiles using LMS Method (Weight in Kg) for Girls
years |months| 104 | 396 | 5% |15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - |16.0| - - - - - - -
5 60 9.0 | 11.0| 120| - - - | 220] - - |28.0] 30.0
6 72 9.0 - - - - - - - 128.0]30.0] 320
7 84 |110]| - - - - 1200]| - - 130.0|320]| 35.2
8 9 | 133|150 - - - - - - |133.0]352] 39.6
9 108 | 16.0| 17.0| 18.0| - - - - |1 33.0]39.0| 42.3| 52.3
10 120 | 17.0| 19.0| - - | 240 - - |36.0|42.0|45.0| 51.9
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Table 16:
WEIGHT-FOR-AGE for girls using WHO-percentile
Agein| Agein WHO-Percentiles (Weight in Kg) For Girls
years | months| 1% | 3% | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - - - - |21.00| -
5 60 |13.00|14.00| - - - - - - - - |26.00
6 72 - - |16.00| - - - - - | 26.00|27.00|29.40
7 84 |16.00|17.00| - - - - |25.00| - - |31.00|34.60
8 96 18.00|19.00| - - - |25.00[2800| - - |35.00|39.18
9 108 |20.00|21.00| - - - - - - | 38.00 | 40.00 | 44.40
10 120 |22.00| - - - - - |36.00] - - - |50.89
Table 17:
WEIGHT-FOR-AGE for boys using Quantile regression
Agein| Agein Quantile regression-Percentiles (Weight in kg) For Boys
years [months| 1% | 3% | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 50 | 70 | 80 | 110 | 100 | 128 | 150 | 16.7 | 20.3 | 21.0 | 25.0
5 60 70 | 9.0 | 10.0 | 13.0 | 125 | 155 | 184 | 204 | 245 | 25.8 | 30.1
6 72 9.0 | 110 | 120 | 150 | 150 | 183 | 21.7 | 24.0 | 28.8 | 30.5 | 35.0
7 84 11.0 | 130 | 140 | 170 | 175 | 210 | 25.0 | 27.7 | 33.0 | 35.3 | 40.0
8 96 13.0 | 150 | 16.0 | 19.0 | 20.0 | 238 | 28.4 | 314 | 37.3 | 40.0 | 45.0
9 108 15.0 | 17.0 | 18.0 | 21.0 | 225 | 265 | 31.7 | 35.0 | 415 | 448 | 50.1
10 120 17.0 | 19.0 | 20.0 | 23.0 | 25.0 | 29.3 | 35.0 | 38.7 | 45.8 | 49.6 | 55.1
Table 18:
WEIGHT-FOR-AGE for boys using LMS method
Agein| Agein Percentiles using LMS Method (Weight in Kg) for Boys
years |[months| 1% | 3% | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - 16.0 - - - - - - - 50.0 -
5 60 8.0 | 10.0 - - 16.0 - - - 28.0 | 29.0 -
6 72 9.0 - - - - - - - 30.0 | 32.0 | 36.3
7 84 12.0 - 14.0 - - - - 27.0 | 32.0 | 340 | 39.3
8 96 14.0 - 16.0 - - - - - 35.0 | 37.6 | 43.0
9 108 154 | 17.0 | 18.0 - - - - 34.0 | 40.0 - 48.9
10 120 17.0 - - - - - 35.0 - 45.0 | 48.2 | 57.8
Table 19:
WEIGHT-FOR-AGE for boys using WHO-percentile
Agein| Agein WHO-Percentiles (Weight in Kg) For Boys
years [months| 1% | 3% | 5% | 15% | 25% | 50% | 75% | 85% | 95% | 97% | 99%
4 48 - - - - - - - - - - -
5 60 - - - - - - - - - - -
6 72 15.00| - - - - - - - - - 12843
7 84 |17.00]18.00| - - - - - - 129.00 | 30.00]| 32.55
8 96 19.00| - - |2200] - - |28.00| - - 134.00|37.33
9 108 |20.00| - - - - - - - | 37.0039.00|42.20
10 120 |22.00| - - - |28.00| - |35.00| - [42.00]44.00]49.08
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ABSTRACT

Locally D-optimal designs for Morgan Mercer Flodin (MMF) models with
homoscedastic error are investigated. These models are restricted without intercept with
two and three parameters . D-optimal criteria is based on Equivalence Theorem of Kiefer
Wolfowitz (1960). Determination whether the design that meets the specified model is
minimally supported design is based on Theorem 1 of Li and Majumdar (2008) which
examines the behaviour of the standardized variance function in a vertical neighborhood
of zero. Tchebysheff system and their properties plays a critical role on it. The results
show that for design region in the interval [0, b],where b is selected such that the curve is
relatively constant, the design is a minimally supported and one of the design point is
boundary point.Application of these models are a function in pharmacokinetics which is
Michaelis Menten model and in pharmacodynamics which is EMAX model.

Keywords:  D-optimal; Tchebyshev system; Minimally Supported designs; Michaelis
Menten, EMAX

1. INTRODUCTION

Morgan, et al. (1975) introduced the S-shaped growth curve models to explain the
relationship between nutrient intake and an appropriate response. Originally this model
can be applied in biology and animal husbandry areas, such as Sengul and Kiraz (2005),
Tariq, et al. (2013), Topal, et al. (2008) , Utomo, et al(2012) and Tjorve (2003). Jericevic
and Kuster (2005) used the specific case of Morgan Mercer Flodin model with two
parameters which is Michaelis Menten model to describe the relationship between
concentration of substrate and velocity of reaction. Knudsen (2001)used another specific
case of Morgan Mercer Flodin model with three parameters which is EMAX model to
describe the relationship between concentration andeffect of the drug. Morgan Mercer
Flodin (MMF) model is a very specific growth curve model. There are two limits of
response in this model (lowest and highest values of response) and after a certain
boundary (maximum point) its response will be constant. The MMF function is:

_ 010,+03x%4
92+x64

,0,,> 0,0, >0, >0,0,>1,x€ [a,b] 1)

where:
29


mailto:widiharih@gmail.com
mailto:s_kartiko@yahoo.com

30 D-optimal Designs for Morgan Mercer Flodin (MMF) Models...

y: observed response of the organism (i.e; weight gain, plasma concentration of
metabolities, etc.),
X: nutrient intake,

6, . calculated ordinate intercept of the nutrient response curve,

6, : nutrition constant,

65:  asymptotic or maximum response of organisme,

6,:  apparent kinetic order of the response with respect to x as x approached zero.

The most important design criterion in applications is that of D-optimality, in which
the generalized variance of the parameter estimates, or its logarithm —log|M (¢, 6)], is
minimizes (Atkinson, et al. (2007). Determination of optimal designs for the MMF model
is particularly difficult because, unlike for linear models, the Fisher information matrix
and the optimal design depend on the values of the unknown parameters. A method that
is most widely used dealing with this problem is the local optimality approach, in which
the optimality criterion function is evaluated using assumed values of the parameters.
Chernoff (1953) proposed to adopt an initial guess @ = 6, for the unknown parameter
vector and maximized the criterion function evaluated at the guessed value of the
parameters. The resulting design is termed locally optimal design.

Some authors have been investigated D-optimal designs for growth curve in some
models including Chang and Lay (2002) who used polynomials models, Dette and
Pepelyshev (2008) also used sigmoidal growth models, Li (2011) used gompertz
function, Li and Balakrishan (2011) used double exponential regrowth and LINEX
regrowth, Widiharih, et al. (2012) used exponential models for weighted mean, and then
extended it to generalized exponential and weighted exponential models with two
parameters (Widiharih, et al. (2013)). Numerical approach for generalized exponential
model with three parameters also has been investigated (Widiharih et al. (2013)).

MMFmodels without intercept by taking6, = 0 in equation (1).There are two models,
that are MMF withtwo-parameter and MMF with three parameters as follows:

y = :3:; + &,0,,0; > 0,xela, b] 2
2
93x94

Y = g + £,0,,03 > 0,0, = 1,x€[a, b] 3)

Michaelis Menten model is a special form of equation (2) by takingxe[0,1] (Dette and
Kiss (2012)). In their paper introduced optimal design for rational regression models,
Michaelis Menten model as a special case of rational regression models. So that
D-optimal design for Michaelis Menten of Dette and Kiss (2012) is a special case of
D-optimal design model (2). Emax model is a special form of equation (3) by taking
x€[0,1] and 6, = 1 (Dette, et al. (2004)) , so that the D-optimal design for Emax model
of Dette, et al. (2004) is a special case of D-optimal design model (3). In this paper we
determine locally D-optimal designs for two MMF models without intercept in equation
(2) and (3) with Tchebysheff system approached and applied it for Michaelis Menten and
EMAX models.
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2. PRELIMINARIES

Suppose the design space is denoted by yy. Let v be the class of probability
distribution on the Borel set ofyy, then any & € H'His called an approximate design
measure (Kiefer (1961)). The Equivalence Theorem provides an important tool in the
theory of optimum designs. It was originally established for linear models by Kiefer and
Wolfowitz (1960), and then it was extended to nonlinear models by White [23]. In order
to state the Equivalence Theorem, we need the quantity d(&,x) which denotes the
standardized variance of the model based predicted response at x.

Consider the nonlinear model:

E(Y|x) = n(x,0) 4)
Designs of p point is denoted by:
_ xl xz e xP
§= (w1 W, - wp) )

where: w; = % r; . number of observation at the point x;, n: number of observation,
n=Yr_ r and ¥¥_ w; = 1. The information matrix of designs ¢ for model (4) is:

M(E'H) = L= 1W1h(xue)hT(xue) (6)

an(x 0) 617(x 0) an(x,0) 617(x 0)

where: h(x,0) = = (5Ha 20, )T is the vector of partial derivatives

of the conditional expectatlon E(Y|x) with respect to the parameters 8 (k : is number of

parameters in the model). A D-optimal designs maximizes |[M(§,6)|, which is the
determinant of the information matrix. The standardized variance d (&, x) is:

d(§,x) = h"(x, )M~ (£, 0)h(x, ) ()

The Equivalence Theorem states that in the class of design measure 7, if a design
measureé™ satisfies any one of the following three conditions, then it satiesfies the other
two:

1. &*maximizes |M (&, 0)|
2. & minimizes max,,d (¢, x)
3. Maxy.,d(§,x) = k where k is number of parameters

It follows from Caratheodory's theorem that determination of D-optimal design is
restricted with n support points Xi,...,x, and corresponding probabilities wy,...,w, for
n=Kk,.....k(k+1)/2, where k is the number of parameters. Ifn=k, the design is minimally
supported. If the D-optimal design is minimally supported then its support are uniform

weight, i.e., w; =%for i=1,...k. This will considerably reduce the difficulty of the

problem since the D-optimality criterion becomes a function of the k unknown support
points Xg,...,x, only. Li and Majumdar (2008) in Theorem 1 result in a sufficient condition
to ensure that the D-optimal design is minimally supported. Here, we will adopt this
approach. Tchebysheff system plays a critical role on it. We use definition and properties
of Tchebysheff system which introduced by Karlin and Studden (1966).
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3. MAIN RESULTS

3.1 D-optimal Design for Two Parameters MMF Model
Two parameters MMF model without intercept is known as Michaelis Menten model
as in equation (2):
O3x

Y=o + ¢,0,,0; > 0,x€[a, b]

with homoscedastic error. Here 6 = (6,,65) is the parameter of interest. A
straightforward calculation yields for the vector of partial derivative:

— (— x T
h(x 9) ( (CH +x)2 '(62+x)) (8)

With our first result we establish the basic properties of locally D-optimal design of
model (2).

Theorem 3.1
Support points of D-optimal design of model (2) do not depend on 85 which are :
xl—zg P J(a<x),x,=b

with uniform of its support i.e 0.5.

Proof.
Let m¥/ denote (i,j)™ element of M~1(¢,0), then : d(¢,x) =

92
11 3 + 22

2
(CH +x)2[ (62+x)2

2mt? i )] Based on Theorm 1 of Li and Majumdar [10], d({,x) —2+c =
2

Z
m.g(x). The roots of d (¢, x) — 2 + ¢ are same as the roots of g(x). g(x) is a linear
2

L . 1 1 x2
combination of: { G Grn R Bt )2} that is a Tchebysheffsystem, thus g(x) has at

most 3=2k-1 roots. From part 3 of Theorem 1 of Li and Majumdar [13], for y = [a, b] if
D-optimal designs exist then it is minimally supported design with either a or bas a
design point. In this case b is the design point and the designs ¢ is :

§= (1x/12 1l/)2> ©

Element of the information matrix M (¢, 8) are:

63x 2 -
myq < N7 1(9+x)4 My, & Ni 1(9+x)2 2“211(9”1)3
. . . Lo 02x2b? EAY)
The determinant of information matrix is :|M (¢, )| « Gt @00 (xy — b)

x, is the maximizes of |M (¢, 8)|, that is
92 . Clear that x; and x, do not depend on 6;m

X, =
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Application.

Jericevic and Kuster [8] used the Michaelis Menten model to describe the relationship
between concentration of substrate (s) and velocity of reaction (v). Data set is presented
in Table 1.

Table 1.
Data Set of Concentration Substrate (s) and Velocity (v)
S \% S \%
(mmol dm™®) | (umol dm™min™) | (mmol dm™®) | (umol dm™min™)
0.25 2.40 0.70 6.20
0.30 2.60 1.00 7.40
0.40 4.20 1.40 10.20
0.50 3.80 2.00 11.40

Based data set in Table 1, nonlinear OLS parameters estimate and t test of parameters
in equation (2) is presented in Table 2. The value of Ry and Adj.Ry are 0.9814 and
0.9784 respectively.

Table 2.
Nonlinear OLS parameters Estimate and t Test of Data Set in Table 1.
Parameter Estimate  Approx Tvalue  Approx
Std Err Pualue
05 25.39759 3.9612 6.41 0.0007
0, 2.326236 0.5526 421 0.0056

Graph of the estimate model of equation (2) is presented in Figure 1.

20

] L— T T T T T T T T L 1
1 5 10 15

X

Figure 1. Estimate Curve of Model (2)
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The value of parameters estimate can be used as the prior information to determine
the support points such that the design satisfy the D-optimal design. Based on Figure 1,
we suggest the design region and support points as in Table 3 with uniform of its support.

Table 3
Design Region and Support points of Model in Equation (2) with
6; =25.39759, 6, = 2.326236

Design Region Design support Design Region Design support
X1 X2 X1 X2
[0, 1.50] 0.56715 | 1.50 [0, 3.75] 1.03819 | 3.75
[0, 1.75] 0.63583 | 1.75 [0, 4.00] 1.07541 | 4.00
[0, 2.00] 0.69936 | 2.00 [0, 4.25] 1.11053 | 4.25
[0, 2.25] 0.75828 | 2.25 [0, 4.50] 1.14374 | 4.50
[0, 2.50] 0.81309 | 2.50 [0, 4.75] 1.17518 | 4.75
[0, 2.75] 0.86419 | 2.75 [0, 5.00] 1.20499 | 5.00
[0, 3.00] 0.91195 | 3.00 [0, 5.25] 1.23330 | 5.25
[0, 3.25] 0.95670 | 3.25 [0, 5.50] 1.26022 | 5.50
[0, 3.50] 0.99869 | 3.50 [0, 5.75] 1.28583 | 5.75

For design region [0,1.5] the support points are x,=0.69936 and x, = 1.5, and the
standardized variance (d(&,x)) of the support points are 2.000000069 and 2.0000001
respectively. The curve of the standardized variance is presented in Figure 2.

[}

n T T T T T T 1
[ o5 1 15

Figure 2. Standardized Variance Model (2) with design region [0, 1.5] and
05 =25.39759, 6, = 2.326236

3.2 D-optimal Designfor Three parameters MMF model.
Three parameters MMF models without intercept is known as EMAX model in
equation (3):

_ 03x94
y 92+x64

+ £6,,03 > 0,0, = 1,x€[a, b]
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with homoscedastic error. Here 6 = (6,,05,60,) is the parameter of interest. A
straightforward calculation yields for the vector of partial derivative :

93x94 x84 9293x94ln(x)
(02+x94) " (62+x54)" (g, +x64)°

h(x,0) = (- )’ (10)
With our second result we establish the basic properties of locally D-optimal design
of model (3).

Theorem 3.2
Support points of D-optimal design of model (3) do not depent on 6; wich are
X1, X,andx; = b with uniform of its support i.e 1/3, x; , x, are maximizes :
IM(&,8)| o (x,x,x3)%%4(A + B), where :
3 (InCxp)- ln(x]))2
= (024x194)* (05+x;04)" (0,42, 04)"
ln(xl)ln(xj)+ln(xl)ln(xk) In? (x;)— ln(x]-)ln(xk)

B =%3 Ji#F j£kjk=123 x2=b
21_1 (62+xi94)4(62+xj94)3(92+xk94)3 L+ ] J 3
Proof. -
Let m¥/ denote (i,j)" element of M~1(¢, 6), then :
264 02 62621n2(x) 6
d(é, __ % [11 3 +m22 4 m33%2% — 2miz2 3 _
(f X) (62+x94)2 m (92+x94)2 m m _(92+x94)2 m 7(92_”694)
13 9293 ln(x) 23 9293171.(3{)
2 ogratayt I (oeate)

0
Based on Theorm 1 of Li and Majumdar [10], d(¢,x) —3 4 ¢ = (exz—;)z.g(x).
o+

The roots of d(§,x) — 3+ c+c are same as the roots of g(x). g(x) is a linear
combination of:

{ In(x) 1 In(x) In2(x) x204 }
" (624x94) (6,+x04)" " (8,+x04)" " (8,+x04)" (6, +x04)°

that is a Tchebysheff system, thus g(x) has at most 5=2k-1 roots. From part 3 of
Theorem 1 of Li and Majumdar (2008), for y = [a, b] if D-optimal designs exist then it is
minimally supported design with either a or b as a design point. In this case b is the
design point and the designs & is :

X1 X b
§= (1/3 1/3 1/3) (11)
Element of the information matrix M (¢, 8) are:
92 294

L0, + 5 Z @+ xL94)2

mqq X
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3 3
02 9§xi264ln2 (x;) —63xi294
mg3 X — 5 M, X —m
% (6, +x00)% £ (0, + x;%4)° 1
3 26 3 26
0,0%x;"*In(x;) 0,0:x; *In(x;)

moz X
B +xmt 2% LT (0, )

The determinant of information matrix is :
IM(§,0)| « (x3x;%3)%%4(A + B),
where :

(ln(xi)—ln(xj))2
L (024x,04)* (0,+x,04) (0, +x,04)

A=3%L

B 23: In(x;) In(x;) + In(x) In(x;.) — In?(x;) — In(x;) In(x)
02+ x:%)* (62 +%,%)" (0, + 2,4)°
i# j#kj k=123 x3=b

x4, x,are the maximizes of |[M (&, 8)|. Clear that x, and x, do not depend on 6;m

Application.

Holford (2013) used the sigmoid EMAX to describe the relationship between
concentration at the receptor (c) and effect of drug (). Data set is presented inTable 4.

Table 4
Data Set of Concentration at th Receptor (c) and Efect of the drug (e)
c e
160.000 94.0
80.000 89.0
40.000 80.0
20.000 67.0
10.000 50.0
5.000 33.0
2.500 20.0
1.250 11.0
0.625 5.9

Based data set in Table 4, nonlinear OLS parameters estimate and t test of parameters
in equation (3) is presented in Table 5. The value of Ry, and Adj.Ry, are 1.00 and 1.00
respectively. Graph of the estimate model of equation (3) is presented in Figure 3.
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Table 5
Nonlinear OLS parameters Estimate and t Test of Data Set in Table 1.
. Approx Approx
Parameter  Estimate Std Err T value Poniie
05 99.77242 0.2355 423.66  <0.0001
6, 10.13847 0.0896 113.20  <0.0001
0, 1.008629 0.00529 190.70  <0.0001
100 4
30
[y
¥
a0
204
0 T T T T T T T T
20 40 60 20 100

Figure 3. Estimate Curve of Model (3)
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The value of parameters estimate can be used as the prior information to determine
the support points such that the design satisfy the D-optimal design. Based on Figure 3,
we suggest the design region and support points as in Table 6 with uniform of its support.

Table 6
Design Region and Support points of Model in Equation (3) with
05 =99.77242,0, = 10.13847 and 6, = 1.008629

Design Region

Design support

X1 X2 X3
[0, 60] 2.2682 14.0930 60
[0, 55] 2.2101 13.5704 55
[0, 50] 2.1451 12.9971 50
[0, 45] 20717 12.3648 45
[0, 40] 1.9878 11.6625 40
[0, 35] 1.8909 10.8762 35
[0, 30] 1.7772 9.9879 30
[0, 25] 1.6414 8.9731 25
[0, 20] 1.4753 7.7979 20
[0, 15] 1.2657 6.4138 15
[0, 10] 0.9897 4.7472 10
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For design region [0,50] the support points are x;=2.1415, x, = 12.9971, x5=50 and
the standardized variance of the support points are 2.999999 , 2.999999 and 2.999999.
The curve of the standardized variance is presented in Figure 4.

0 ' 10 ' a0 ' 3 i b
Figure 4. Standardized Variance Model (3) with design region [0, 1.5] ,
05 =99.77242, 6, = 10.13847and 6, = 1.008629

6. CONCLUSION

D-optimal designs for Morgan Mercer Flodin models with two and three parameters
without intercept and homoscedastic variance has introduced. Our tools are result which
are derived from the Kiefer-Wolowitz Equivalence Theorem, we adopt Theorem 1 of Li
and Majumdar (2008), Lemma 3.2 of Li and Balakrishnan (2011) and properties of
Tchebyshev system. The formers, Theorem 3.1 and Theorem 3.2 are general result that
gives D-optimal designs for some design region. Michaelis Menten and EMAX models
are specified cases of Morgan Mercer Flodin model.
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ABSTRACT

Estimation of regression coefficients based on residuals optimization which are
commonly known, are by minimizing the residual sum of squares (LS) and by
minimizing the sum of absolute residual (LAD). Estimation by minimizing the maximum
absolute residual (MLAD) has not been developed. The purpose of this study was to
determine whether the linear programming can be used to estimate regression coefficients
that minimize the maximum absolute residual and compare its results with the results of
the LS and LAD. The data used was the Stack Loss data that commonly used for
regression method testing. The study used a simulation experiment with 1000 replications
using the error generated from the normal distribution. The results showed that linear
programming can be used to estimate regression coefficients that minimize the maximum
absolute residual, the LAD regression is the best for cross-validation criteria, whereas LS
regression is the most stable according to the criteria of residual sum of squares, sum of
absolute residual, and the maximum absolute residual.

KEYWORDS

absolute residual, cross validation, linear programming, MLAD, minimax regression.

1. INTRODUCTION

The theory of classical linear model is a theory for conditional estimation, i.e.,
n(Y|x) = x'B. That regression is commonly known as mean model, ie modeling the mean
of Y at a particular value of x. Regression coefficients estimation can be done based on
error distribution or based on residual optimization. Estimation based on error
distribution is using maximum likelihood method, while the estimation based on residual
optimization can be done using several ways. The way that is commonly known is by
minimizing the residual sum of squares (LS) and the other is by minimizing the sum of
absolute residual (LAD). Least squares method has been implemented on all computer
program packages for statistics, while the LAD method implementation can be done
using the computer program that provides quantile regression package. Meanwhile,
residual optimization by minimizing the maximum absolute residual (MLAD) has been
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pioneered by Rudolf et al. (1999), but has not been developed in a computer program
package for statistics.

Least squares regression can be implemented earliest because the regression
coefficient estimators and their properties can be obtained analytically. Therefore,
regression learning for undergraduate students is using this method. The LS estimator is
often used as an initial value for the regression coefficient estimation that require iterative
solution, for example Student's t-regression.

LAD method can be done in several ways, among others are with the median
regression and iteratively weighted regression (IWLS). LAD method produces a robust
estimator because it gives weight that the magnitude is inversely proportional to the size
of residual. Therefore LAD regression is not susceptible to outliers. LAD estimator is not
unique and Hao and Naiman (2007) have shown that the median is one solution.
Therefore LAD regression can be done with a median (quantile-0.5) regression.

MLAD regression used when the desired model has never had a large residual, or the
maximum residual is minimized. This is important because the issue of public interest,
the case with a large deviation is in the spotlight, even though other cases safe. As a
simple illustration is setting the wheels, either too tilted to the left or too tilted to the right
at a point can be a problem even though at most of points is in the middle. In a such case
illustration, the LS regression and LAD regression is less suitable, because even though
at almost all of other points have a small residual, not close the possibility of large
residual at one point.

At this time, not yet available computer program package for MLAD regression. In
this study, the MLAD regression coefficient estimation is done using linear
programming. The first objective of this study is to examine whether the residual
optimization using linear programming is successfully minimizing the maximum absolute
residual. For that objective, the maximum absolute residual obtained from MLAD
regression compared with the maximum absolute residual obtained from other regression
methods.

In parameter estimation based on the residual optimization, the method used is also as
a goodness criteria. For example, if the criteria used is the residual sum of squares, the
best method is least squares. The second objective of this study is to examine whether the
MLAD method is the best in terms of maximum absolute residual, and also is quite good
in terms of residual sum of squares and the sum of absolute residual.

2. DATA AND METHOD

This study consists of three subjects, namely: computational techniques, applications
on the Stack Loss data, and simulation experiments. In the computation techniques will
be presented how to calculate MLAD regression. On the data application on Stack Loss
data, will be presented the standard error estimation through residual bootstrap, also will
be presented the goodness of estimators evaluation through cross validation. Meanwhile,
on the simulation experiments will be done residual evaluation when the response data
have normal distribution.
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Computation of the MLAD Regression Coefficients

In the regression model y;=x;’B+s;, suppose b is the estimator of g, then the model
estimator is y=x;’b+e; or in matrix notation is y=Xb+e. Regression method that
minimizes the maximum absolute residual (MLAD) can be written in the arguments
min{max| y;-x’b [}.

MLAD estimators can be obtained with the following guidelines. Suppose y; is the
response of the i"" observation, x;' is the i observation of the covariates vector, b is the
regression coefficient vector, and z>0 is the upper boundary of absolute residual so that
0<|y;-x;’b|<z for all i™ observation. When e>0 then 0< yi-Xi’b<z or x;’b+z> y;. When ¢;<0
then -z<y;-x;’b<0 or x;’b-z<y;. Therefore, in MLAD regression the value of z is
minimized using constraint x;’b+z> y; and x;’b-z< y;. A more detailed study of linear
programming can refer to McCarl and Spreen (1977), while to implement it in the R
language can refer to Rizzo (2008).For the first purpose, the maximum absolute residual
obtained by procedure above is compared with the maximum absolute residual obtained
by other methods.

The data will be used is the Stack Loss data (Montgomery, Peck 1992), which once
used by normal modeling, normal modeling with outliers diagnosis, Huber method,
Andrews method, and t modeling (Setyono et al. 1996). This data consists of 21
observations of four variables, namely the stack loss (Y), water flow (X1), water
temperature (X2), and acid concentration (X3). Stack Loss Data are presented in Table 1.

Table 1
Stack Loss Data

No Y X1 X2 X3 No Y X1 X2 X3
1 42 80 27 89 11 14 58 18 89
2 37 80 27 88 12 13 58 17 88
3 37 75 25 90 13 11 58 18 82
4 28 62 24 87 14 12 58 19 93
5 18 62 22 87 15 8 50 18 89
6 18 62 23 87 16 7 50 18 86
7 19 62 24 93 17 8 50 19 72
8 20 62 24 93 18 8 50 19 79
9 15 58 23 87 19 9 50 20 80
10 14 58 18 80 20 15 56 20 82

21 15 70 20 91

Standard Error Estimation Using Bootstrap

In the LS method standard error of regression coefficients can be derived
mathematically into a formula (closed form). In MLAD method, regression coefficients
and their standard errors cannot be expressed in closed form. For the purposes of
inference, it is required standard error estimates for regression coefficients based on a set
of data. One way to estimate standard error is through bootstrapping. Bootstrap is taking
a sample with replacement repeatedly. Bootstrap done in two ways, namely bootstrap of
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observations and bootstrap of residuals (Givens and Hoeting 2005). Bootstrap of
observation means considering the value of observation pairs (x, y) is a random sample of
the population of observation pairs (X, y). Bootstrap of observations has been done by
Setyono et al. (1996). While the bootstrap of residuals means consider the design matrix
is fixed, while the error is random. Bootstrap of residuals has been done by Zhu and Jing
(2010).

Estimation standard error of the regression coefficient is more appropriate to use the
bootstrap of residuals. For that purpose, it is assumed that the distribution of residual e;
represent the distribution of error ;, so it can be done bootstrap based on ¢; size n. Step
details as follows:

1. Performed regression on the data to be analyzed, in order to obtain the regression
coefficients b and residual e.

Calculated i = Xb

Taken samples with replacement of e; result of step 1 size of n, as value of d;
Calculated value of z; = G; + d;

Performed regression z on X, thus obtained regression coefficient a

Be repeated 1000 times to steps 3-6

S N

The standard deviation of a is considered as standard error of b.

Cross Validation

One of goodness of the method on a set of data is evaluated using cross validation
criteria. Cross validation in this study is done with the following steps:
Starting from i=1
The i"™ observation is dropped
Do the regression coefficient estimation exclude the i observation
Estimate the value of the i" response based on the model of third step
Calculate difference between the value of the i response observed with the value
of it" response estimated, and then recorded as e;
6. Perform steps 2 through 5 fori=2,3, ...,n

agrwnhE

After that, it is calculated cross validation (CV) value in three ways, namely:
n

1
Mean of squared prediction error = CV(1) = Ez e?

i=1
n

1
Mean of absolute prediction error = CV(2) = Ezleil

Maximum of absolute prediction error = CV(3) = max(|e;|)

Simulation Study

Study to examine whether the MLAD regression also quite good in terms of residual
sum of squares and sum of absolute residual held by the regression coefficient estimation
for 1000 sets of data with methods MLAD, LAD, and LS. In each method be measured
the residual sum of squares (SSR), the sum of absolute residual (SAR), and the maximum
absolute residual (MAR). After that, their value of SSR, SAR, and MAR be compared.



Setyono, Sumertajaya, Kurnia and Mattjik 45

The simulation was performed with the following steps:
1. Assume that the Stack Loss data is population data

2. Calculated B0, 1, B2, B3 by LS then calculated p=p0+B1X1;+B2X2;+B3X3;

3. Generated 21 random number ei from standard normal distribution

4. Calculated yi=pi+ei

5. Regressed Y on X by LS, LAD, and MLAD method, then from each method is
obtained b0, b1, b2, b3, residual sum of squares, sum of absolute residual, and
maximum absolute residual

6. Be repeated 1000 times to steps 3-5

7. Calculated the average of b0, b1, b2, b3, residual sum of squares, sum of absolute
residual, and maximum absolute residual, each of the LS, LAD, and MLAD
methods

3. RESULT AND DISCUSSION

Computation Techniques

Suppose that on the data set {2,3,5,7,11,13} will be determined the measure of central
tendency, which the maximum absolute residual is minimized, in other words, will be
determined k that makes max(|y; — k|) is minimized. The relationship between measures
of central tendency with a maximum absolute residual is forming a curve concave
upward. (Figure 1). From that figure it can be seen that the minimum of residual sum of
squares is unique and differentiable at its minimum point, minimum of maximum
absolute residual is unique but not differentiable at its minimum point, while the
minimum of sum of absolute residual is not unique. Thus the LS and MLAD estimators
are unique, but the LAD estimator is not unigue.

Because not differentiable at its minimum point, the MLAD estimators cannot be
obtained by calculus, but can be obtained through a linear programming with the
objective function of minimizing z with constraints:

o ktz>2, k+7>3, k+z>5, k+7>7, k+z>11, k+z>13 (can be represented by k+z>13)

o Kk-z<2, k-z<3, k-z<5, k-z<7, k-z<11, dan k-z<13 (can be represented by k-z<2)

The point of intersection between the k+z= 3 with k-z=2 occurs at k=7.5 and z=5.5.
The minimum value of z occurs at that intersection point. In the intercept model
regression, MLAD estimators value is the mid-range, (2 + 13) /2=7.5, as published by
Akcay and At (2006), and the maximum value of absolute residual is the half of range,
(13-2) /2 =5.5.



46 The Performance of LS, LAD, and MLAD Regression on the Stack Loss Data

LS LAD MLAD

300

Sum of Squared Residual
200

Sum of Absolite Residual
Maximum of Absolute Residual

100

Figure 1: The Relationship between Measures of Central Tendency with Maximum
of Absolute Residual, Sum of Absolute Residual, and Sum of Squared Residual

Suppose that the group of pairs data (x, y) to be regressed is {(2,2), (4,3), (6,5), (8,7),
(10,11)}. Simple linear regression y = a + bx using MLAD is done by minimizing the
objective function z with constraints:

o at+2b-z<2, at+4b-z<3, a+6b-z<5, a+8b-z<7, a+10b-z<11
e at2b+z>2, at4b+z>3, at+6b+z>5, a+8b+z>7, a+10b+z>11

The resulting regression equation is y = -1 125 + 1.125x with maximum absolute
residual (z) is 0.875.

Applications on the Stack Loss Data

Regression analysis on the Stack Loss data has been done using several methods,
namely LS, Huber, Andrew (Montgomery, Peck 1992), ts, t5 (Setyono et al. 1996), and at
this time also used LAD and MLAD. The estimated value of regression coefficient, the
maximum value of the absolute residual (MAR), the sum of the absolute residual (SAR),
and the sum of squared residual (SSR) of several methods for the Stack Loss data are
presented in Table 2.

Table 2
Value of Maximum of Absolute Residual, Sum of Absolute Residual, and Sum of
Squared Residual from Some Methods on Stack Loss Data

Metode b0 bl b2 b3 MAR SAR SSR
LS -3992 072 130 -0.15 724 4970 178.83
LAD -3969 083 057 -0.06 948 42.08 227.47

MLAD -2718 058 186 -0.34 474 6169 223.10
Huber -41.00 083 091 -0.13 8.47  46.28  194.23
Andrew -37.20 082 052 -0.07 9.23 43.84  240.58
t(v=3) -3996 086 069 -0.11 9.03 4489 212.39
t(v=5) -3992 084 088 -0.13 9.65 4720 202.26




Setyono, Sumertajaya, Kurnia and Mattjik 47

It appears that on the Stack Loss data, MLAD estimates obtained from linear
programming produces the smallest maximum of absolute residuals, LS estimates
produces the smallest sum of squared residuals, while the LAD estimates produces the
smallest sum of absolute residuals. Thus the linear program has been made already
successfully choose the regression coefficient that minimize the maximum of absolute
residual.

Based on the proximity of the resulting regression coefficient, a number of the above
methods can be classified into three groups. The first group is the LS method, the second
group is MLAD method, and the third group is the LAD, Huber, Ramsay, Anrew,
Hampel, and t methods. The third group is known as a robust method that is not easily
affected by outliers. Its characteristics are: give great weight to the small residual and
give little weight to the large residual.LAD method can be solved through an iterative
weighted regression that give great weight to the small residual and give little weight to
the large, so it is worth entering that category.

Standard error of statistic reflects the efficiency measure of the parameter estimator
and useful for inference purposes. Standard error of the LS estimator can be obtained
analytically, but the standard error of the MLAD estimator cannot. This time the
standard error of the three methods obtained through residual bootstrap approach as
described in the methodology. The magnitude of the standard error of the regression
coefficient of the three methods are presented in Table 3.

Table 3

Mean and Standard Error of Regression Coefficients Using Bootstrap
Method b0 bl b2 b3
MLAD -27.0316 0.5765 1.8612 -0.3395
(9.8465) (0.1106) (0.2950) (0.1288)

LAD -39.3659 0.8286 0.5820 -0.0653
(8.1736) (0.0896) (0.2394) (0.1043)

LS -40.0537 0.7147 1.2944 -0.1498
(10.4007) (0.1205) (0.3278) (0.1402)

The smallest value of the standard error obtained through residual bootstrap method is
achieved by the LAD, followed by MLAD, then LS. Thus according to this criteria, LAD
is the best for Stack Loss data.

Goodness of the method can be evaluated based on its ability to predict, one of them
is done using cross validation criteria. Cross validation is performed by removing an
observation, perform regression coefficient estimates based on the remaining
observations, and then estimate the response of the discarded observation and calculate
the difference (error). Cross validation on the Stack Loss data is initially carried out on
the first observation, while other observations are as trained. Then carried out cross
validation of the second observation, while other observations as trained. And so on until
the last observation. Based on the prediction error value of the first to the last observation
will be obtained the mean of squared prediction error (CV1), the mean of absolute
prediction error (CV2), and the maximum of absolute prediction error (CV3).



48 The Performance of LS, LAD, and MLAD Regression on the Stack Loss Data

The recapitulation of the cross-validation value that obtained by LS, LAD, and
MLAD estimators on Stack Loss data are presented in Table 4.

Cross Validation of MLAD, LAE-;a;r:EI4LS Regression on Stackloss Data
Cross Validation Type MLAD LAD LS
Mean of Squared Prediction Error 15.2375 11.0005 13.8985
Mean of Absolute Prediction Error 3.3114 2.0642 2.9780
Maximum of Absolute Prediction Error 9.0630 9.5366 10.1161

It appears that the smallest maximum of absolute prediction error is obtained by
MLAD regression, followed by LAD and the last is LS. Meanwhile, the smallest mean of
absolute prediction error and the smallest mean of squared prediction error are achieved
by LAD regression, followed by LS, and then MLAD. Thus in general the best regression
method using cross validation criteria for Stack Loss data is LAD regression.

Stackloss data is known as data "disliked" by LS regression, so many robust
regression which try these data as an alternative to the LS regression. Even if the LS
regression is applied to this data, it is usually accompanied by a diagnosis of outliers.
LAD regression including robust regression, or at least, more robust than LS and MLAD.
Therefore it is understandable if the prediction error generated by the LAD is relatively
better.

SIMULATION STUDY

Furthermore, it is be done the simulation with 1000 replications using Stack Loss
data. As covariates are air flow (X1), water temperature (X2), and acid concentration
(X3), whereas as the response variable is predicted stack loss value according to LS
regression (Y) with Y= -39,9197+ 0,7156 X1+1.2953 X2 - 0,1521 X3 + random number
Normal(0,1). The distributions of maximum of absolute residual (MAR), sum of absolute
residual (SAR), and sum of squared residual (SSR) generated by each of the regression
equations are presented in Figure 2. The narrowest distribution of maximum of absolute
residual is achieved by MLAD method, followed by LS, then LAD. The narrowest
distribution of sum of absolute residual is achieved by LAD, followed by LS, than
MLAD. The narrowest distribution of residual sum of squares is achieved by LS,
followed by LAD, then MLAD.
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Figure 2: Boxplot of Maximum of Absolute Residual, Sum of Absolute Residual,
and Sum of Squared Residual on MLAD, LAD, and LS

Descriptive statistics of maximum of absolute residual, sum of absolute residual, and
sum of squared residual, result of simulation on Stack Loss data, are presented in Table
5. The smallest average of maximum of absolute residual is achieved by MLAD method,
followed by LS, then LAD. The smallest average of sum of absolute residual is achieved
by LAD, followed by LS, than MLAD. The smallest average of residual sum of squares
is achieved by LS, followed by LAD, then MLAD. Thus, each method is superior in
accordance with its criteria of goodness, and in general the LS method is relatively well
on all criteria of goodness.

Table 5
Descriptive Statistics Maximum of Absolute Residual, Sum of Absolute Residual,
and Sum of Squared Residual Result of Simulation on Stack Loss Data

Method MAR SAR SSR
MLAD  minimum 0,6402 18,6039 44,3329
maximum 2,7096 32,1995 60,6058
mean 1,5298 18,3253 22,4346
standar deviation 0,2958 3,7078 8,7871
LAD minimum 1,1656 7,1781  5,0254
maximum 4,7120 24,1960 48,2055
mean 2,2637 14,2244 19,1623
standar deviation 0,5299 26261 6,7976
LS minimum 0,8141 8,0723 3,8718
maximum 3,6594 25,1820 37,4102
mean 1,9364 15,0759 17,0002

standar deviation 0,4200 2,7702 5,8166
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The frequency of the LS method, LAD, and MLAD ranked first, second, and third
according to the sum of squared residual (SSR), the sum of absolute residual (SAR), and
the maximum of absolute residual (MAR) are presented in Table 6.

Table 6
Frequency of ranked 1, 2, 3 according to the Maximum of Absolute Residual,
Sum of Absolute Residual, and Sum of Squared Residual

Method Ranked MAR Ranked SAR Ranked SSR
1 2 3 1 2 3 1 2 3
MLAD | 1000 0 0 0 10 990 0 235 765
LAD 0 101 899 1000 0 0 0 765 235
LS 0 899 101 0 990 10 1000 0 0

It appears that the MLAD method always ranked first by the maximum of absolute
residual, LAD method always ranked first by sum of absolute residual, and LS method
always ranked first according to sum of squared residual. According to the criteria of
maximum of absolute residual and sum of absolute residual, LS method is generally
ranked second. According to the criteria of sum of squared residual, LAD method is
better than MLAD in terms of ranked second. Thus the LS method is moderate, ie
obtaining the best category according to criteria of sum of squared residual and obtain
good categories according to the criteria of maximum of absolute residual and sum of
absolute residual.

Distribution of b0, b1, b2, and b3 are presented in Figure 3. Judging from the boxplot
can be seen that in general the distribution b0, bl, b2, and b3 are symmetric. From
Kolmogorov-Smirnov test results using the R program (Table 7) it can be concluded that
the distribution of b0, b1, b2, and b3 are not rejected as a normal distribution. This result
is a good information and useful for inference.

Table 7
Kolmogorov-Smirnov Test of Regression Coefficients

Method Regression Coefficient Statistic  p-value

MLAD b0 0,0207 0,7839
b1l 0,0241 0,6065

b2 0,0201 0,8132

b3 0,0127 0,9969

LAD b0 0,0162 0,9558
bl 0,0196 0,8384

b2 0,0171 0,9317

b3 0,0179 0,9041

LS b0 0,0239 0,6172
bl 0,0137 0,9916

b2 0,0187 0,8750

h3 0,0208 0,7799
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Descriptive statistics of b0, bl, b2, and b3 are presented in Table 8. Based on the
distribution of b0, b1, b2, and b3 in Figure 3 and the standard error of b0, b1, b2, and b3
in Table 8, the best method is LS, followed by LAD, then MLAD. This is understandable
because in this simulation the data are generated from a normal distribution, while the LS
method obtains parameter estimator similar to its obtained by the maximum likelihood
for normal distribution.
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Figure 3: Distribution of b0, b1, b2, and b3

Parameters of the regression coefficients those are used to generate these simulation
data are B0 = -39.9197, Bl = 0.7156, B2 = 1.2953, and B3 = -0.1521. From Table 8
appears that the mean value of b0, b1, and b3 of the three methods already converging to
its parameters. This indicates that these three methods empirically produce no statistical
bias. This is supported by the ratio between the mean error (b-p) with root mean squared
error, the value (if calculated) is under 1.
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Table 8
Descriptive statistics of b0, b1, b2, and b3

b0 bl b2 b3

MLAD  minimum -57,0016 0,4392 0,7002 -0,4264
maximum -22,9071 0,9121 2,0053 0,0555

Mean -39,9272 0,7144  1,3017 -0,1528

standard deviation 5,6163 0,0644 0,1753 0,0749

mean error -0,0075 -0,0013 0,0064 -0,0007

mean of absolute error 4,5180 0,0504 0,1381 0,0598
maximum of absolute error 17,0820 0,2765 0,7100 0,2743

mean of squared error 31,5119 0,0041 0,0307 0,0056

LAD minimum -53,8980 0,5334 0,6364 -0,3659
maximum -27,2071 0,8729 11,7358 0,0341

mean -40,0060 0,7138  1,2968 -0,1504

standard deviation 4,5440 0,0505 0,1369 0,0591

mean error -0,0863  -0,0018 0,0015 0,0018

mean of absolute error 3,6208 0,0402 0,1079 0,0472
maximum of absolute error 13,9783 0,1822 0,6589 0,2137

mean of squared error 20,6346 0,0026 0,0187 0,0035

LS minimum -50,6775 0,5628 10,8344 -0,3009
maximum -28,8430 0,8366 1,6659 -0,0006

mean -40,1205 0,7149  1,2969 -0,1497

standard deviation 3,6328 0,0417 0,1126 0,0478

mean error -0,2009  -0,0007 0,0016 0,0024

mean of absolute error 2,8900 0,0331 0,0887 0,0383
maximum of absolute error 11,0767 0,1529  0,4609 0,1515

mean of squared error 13,2244 0,0017 0,0127 0,0023

Although MLAD regression produces the smallest maximum absolute residual, does
not mean that MLAD regression also produces the smallest maximum error in each
regression coefficient generated. The result of the simulation using 1000 replicates that
are generated from a normal distribution shows that the smallest maximum error is
obtained by LS, followed by LAD, and the last is MLAD (Table 8). Thus MLAD
regression is more suitable to estimate the response value than to estimate the functional
relationship between the covariates with the response.
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4. COMMENTS AND CONCLUSION

Measures of central tendency of a data set can be viewed as the result of residual
optimization, while the residual optimization itself produce a measure of dispersion.
Residual optimization by minimizing the residual sum of squares produces measure of
central tendency in the form of mean and measure of dispersion in the form of variance.
Residual optimization by minimizing the sum of absolute residual produces measure of
central tendency as form of median and measure of dispersion as form of mean of
absolute deviation. Meanwhile residual optimization by minimizing the maximum
absolute residual produces measure of central tendency as form of mid-range and
measure of dispersion as form of range.

Residual optimization by minimizing the maximum absolute residual can be
developed into a method for estimating the regression coefficients. Regression obtained
by minimizing the maximum absolute residual (MLAD), minimizing the sum of absolute
residual (LAD), and minimizing the residual sum of squares (LS) is empirically produces
no statistically biased. If it is used cross validation criteria, LAD regression is the best
method for Stack Loss data. Meanwhile, LS is a method which is the most stable of all
the residual optimization criteria. When the response variable is modeled as normal
distribution, regression that minimizing the maximum absolute residual does not
automatically become a regression that minimizing the maximum error for the regression
coefficients. Therefore it is necessary to study more detailed simulations to obtain
characteristics.

The MLAD regression coefficients obtained by linear programming. The nature of the
linear program is only concerned with the different constraints and constraints which
provide more stringent restrictions. This implies that MLAD regression disregard
repeated observations. On the other hand these properties open up opportunities to obtain
regression coefficient resulted from a subset of observations that equal with the
regression coefficients resulted from the whole observation.

During this time statistical modeling only focuses on the mean response modeling. In
the food supply modeling, which needed is to provide the minimum amount, but still
sufficient. Desired model is not a mean model, but the maximum model or max (Y|x) =
x'B. The resulting regression line is located at the top of the observations, so there is no
positive residual. The fact, that MLAD regression ignoring repeated observations, also
opens the opportunity to do the maximum or minimum response modeling. It will be a
special case of quantile regression (Koenker and Bassett 1978).

In multiple regression, sometimes it is obtained regression coefficient with sign that
do not make sense. MLAD regression performed with a linear program, so it is possible
to control the signs and the range of values of regression coefficients that are in a
reasonable range. In future, statistical modeling should not only be a covariate modeling
and modeling of functional relationship between covariates and response, but also need to
modeling of regression coefficients.
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ABSTRACT

Statistical analysis with latent variables that are not observed directly uses structural
equation modeling. The development of structural equation modeling gives some
parameter estimation methods one of them partial least squares method. In this method,
Parameter estimation and model’s feasibility do not require assumptions distribution
(distribution-free) from observable variables and the sample size should not be large.
This method was applied to measure the satisfaction levels of the auditee to the auditor’s
green audits program and the factors that influence the satisfaction were analyzed.
Structural model on partial least square gave exogenous variables that significantly
affected endogenous variables (satisfaction), tangible variable. The variable had positive
influence on the satisfaction which means better physical form, facilities, processes and
results of the internal audit would make the auditee satisfied with the performance of the
auditor.

Keywords: latent variables, structural equation modeling, partial least square, satisfaction
level, green audits programs

1. INTRODUCTION

The Ministry of Agriculture Indonesia Republic as one of the state institutions is
required to have General Inspectorate in accordance with the publication of the Presidium
of the Cabinet decision No. 15 of 1966. General Inspectorate of the Ministry is assigned
as the internal supervisor of The Ministry is required to create an atmosphere based
supervision of professional competence, capability, and integrity. This is in accordance to
reform the civil service in The Ministry is directed to the achievement of good
governance, transparent, and accountable.

General Inspectorate of the Ministry launched green audits program in order to create
professional supervision and to realize the vision and mission. The green audits program
seeks to auditors carries on supervisory activities are more focused so that effective,
efficient, economical, and obey the rules. Evaluation of the performance of the auditor
who has conducted the audit process performed after the audit is completed. This analysis
concerns about the auditee satisfaction level on the performance of the auditor who has
worked. Factors that influence the auditee’s satisfaction level will also be investigated.
Satisfaction is variable that can’t be observed directly. That is, measurement of the
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variables can not be measured directly but through their indicators. Therefore, such
variables are called latent variables, while the indicators are measurable variables called
indicators (Schumacker dan Lomax 1996).

Factors that affect the auditee satisfaction can be observed through tangible variables
(physical manifestation facilities, personnel, processes and results of the internal audit),
reliability (professionalism of auditors is a blend of knowledge, skills and abilities so that
auditors can carry out the assignment in accordance with auditing standards),
responsiveness (speed of auditors response to assist and provide auditing and consulting
services), assurance (guarantees of certainty that can be provided by the auditor to the
auditee foster trust audit services, related to the independence and integrity of auditors)
(Zeithaml et al. 1990). These four factors are considered to affect the auditee’s
satisfaction is also a latent variable. Bollen (1989) used structural equation modeling that
can simultaneously analyze the complex relationship with some or all of the variables are
latent variables. The relationship among the latent variables estimated by the structural
model built by the measurement model containing relationships between explanatory
variables with latent variables.

Complete structural equation modeling consists of the structural model and the
measurement model. Measurement model is used to confirm the dimensions developed in
the latent variables and structural model of the relationships that form the causality
between the latent variables.

The development of structural equation modeling analysis produced various
parameter estimation methods that can be used include maximum likelihood estimator,
weighted least square, unweighted least square, general least square, partial least square.
Each of these methods has its own criteria in the estimation process. Partial least squares
(PLS) doesn’t require assumptions (distribution-free) of the observation variables and
the number of samples that do not have to be big. This is interesting to study empirically
estimates for parameters use partial least squares estimators in structural equation
modeling.

2. METODOLOGI

The data used in this study was auditee satisfaction level data on the performance of
auditors and the factors that influence it. This data was sourced from Winniasri (2013).
Data was obtained from the respondent's financial management officer at the 12 units
Echelon 1 in the Ministry of Agriculture and Technical Implementation Unit. Selection of
respondents by purposive sampling is a sampling technique that intentionally, researchers
determine their own samples taken, not at random because there are certain
considerations determined by researcher. Consideration in this case involved many
personnel echelon 1 that managing finances in each office and the willingness of
employees to fill out questionnaires. The number of respondents in the study collected a
total of 110 respondents in accordance with the rule of thumb of structural equation
analysis, nhamely the number of samples minimal five times the number of parameters /
indicators (Ferdinand 2002).



Firmina Adlaida 57

Latent variables used the four major dimensions from the service quality concept of
Zeithaml et al. (1990) that were namely tangible, reliability, responsiveness, and
assurance. Variables associated with a tangible physical form facilities, personnel,
processes and results of the internal audit. Reliability included professionalism of
auditors. Responsiveness variable means speed of auditor response to assist and provide
auditing and consulting services. Variables assurance regarding assurance can be given
by the auditor to the auditee foster trust audit services.

Analysis Data Method

In general, the stages of data analysis in this study consisted of two stages: a
descriptive analysis of the data and then fitted the model with partial least square (PLS)
estimation method.

Descriptive analysis

Data analysis began with descriptive analysis aimed at to obtain a picture of the data
and its properties then checked existing causes of certain symptoms.

Partial least squares estimation method
Stages of data processing samples at KTP method was as follows:

1. Model’s specification

Figure 1: Forms relationship between auditee satisfaction levels with the factors that
influence
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2. Determined weighted, cross coefficients and the values of latent variables used PLS
algorithms for the analysis of latent variable with the following steps:

Stage 1: iterative estimation of the initial weighted values and early latent variables
started in step d and then steps a through d are repeated until convergent with the limit
specified (Wold 1982).

a. Weighted the structural model
v = {signcov(nj,ni) if nj and n; adjacent,
It 0, others

b. Estimation of structural models:

fj = Z_Vijm’
i

c. Weighted the measurement model
Yk = Wi+ ey (outward)
d. Estimation of the measurement model

ny = fi kakh

Stage 2: Estimation of the across coefficients

Tested the validity of the convergence
Tested the validity of discrimination
Tested coefficients across models
Tested the magnitude of variability (R?)
Interpreted the results

Nogkow

3. RESULT AND DISCUSSION
Description of Data

From the initial description that most of the information obtained echelon 1 under the
Ministry of Agriculture had a good enough level of satisfaction or mediocre on the
performance of the auditor who has worked. If the terms of the factors considered to
influence the four variables we could saw that the components of both the auditor and the
physical appearance of the facility personnel (tangible), professionalism of auditors
(reliability), speed of auditors response to assist and provide auditing and consulting
services (responsiveness), as well as the certainty that can be provided by the auditor
(assurance) has been on a good level.

Differences in the level of satisfaction of some units of echelon 1 with most of the
others were generally influenced by the increase / decrease in the level of tangible,
reliability, and assurance variables. To further determine the structural variables which
are not really affected the structural equation model would be used in the discussion of
this chapter.

Model Parameter Estimation with Partial Least Squares Method
Coefficient estimator for the measurement model with the PLS method at the
beginning of the model was presented through below. From these results we could set the
measurement model and structural model.
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For the endogenous variables

0.71 0.21

Yzl = [0.93] satisfaction + 0.05]
0.93 0.41

For the exogenous variables
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X
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Structural model was:
satisfaction = 0.50 tangible — 0.10 reliability — 0.10 responsiveness
+ 0.22 assurance + 0.18

Table 1
T-Value for exogenous latent variables of initial model
Variables T-value
Tangible -> Satisfaction 2.25
Responsiveness -> Satisfaction 0.82
Reliability -> Satisfaction 0.55
Assurance -> Satisfaction 1.14

T-test values of each coefficient indicated only one exogenous variable whose value
was greater than 1.96, which mean that only one latent exogenous variable (tangible) that
significantly affected to the satisfaction.

Based on table 2, known that the cross coefficient measurement the resulting models
with PLS method were one indicator variables not significant (loading factor value <0.4):

X7, remaining significant in reflected the latent variables.
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Table 2
Loading Factor values for the structural models
Ia.tent Indipators Ic_)a_d_ing factor Significance Ioa}ding factor Significance
variables variables initial model final model
Tangible x1 4.965 \ 4.265 \
X2 10.116 \ 8.088 \
x3 7.297 \ 7.035 \
x4 6.996 \ 6.16 \
Reliability x5 3.854 Y 3.713 \
x6 2.767 \ 2.803 \
X7 3.223 \ 4.608 \
x8 3.179 \ 4.657 \
X9 3.111 \ 4.473 \
Responsiveness  x10 7.135 \/ 6.247 \
x11 16.194 \ 12.355 \
x12 10.446 \ 8.43 \
x13 9.437 \ 7.879 \
Assurance x14 4.079 \ 8.423 N
x15 3.101 \ 2.689 \
x16 3.747 \ 6.495 \
x17 0.224 X

Indicators were not significant would be dropped or removed and then would be the
establishment of a new model that results are obtained as followed:
For the endogenous variables

La 0.71 0.19
Y| =10.93|satisfaction + |0.04
Y, 0.93 0.04
For the exogenous variables

[X1]  0.72 0.14

X[ _10.79 . 0.08

x| = IO.Sl tangible + | y'q

[ x,] lo.77 0.10
[X5]  10.74 r0.157
X [ 0.19
X, | = |0 86|reliability +10.20
Xs l0 .89 | 0.20
x,] lo.8s 0.20
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[X10]  [0.677 0.10
))2; = ggz resp onsiveness + 883
[ X..1 Lo.75! 0.09
(X141  [0.86] 0.09
Xi5| =10.79| assurance + 0.23]
[ X.s] Lo0.86l 0.13

Structural model was:
satisfaction = 0.51 tangible — 0.10 reliability — 0.10 responsiveness
+ 0.20 assurance + 0.16

Based on the loading factor values shown in table 2, known that all the variables used
were significant indicators reflected the latent variables.

Table 3
T-Value for exogenous latent variables of the model
Criteria Value
Tangible -> Satisfaction 2.46
Responsiveness -> Satisfaction 0.89
Reliability -> Satisfaction 0.53
Assurance -> Satisfaction 1.22

The new model which formed still produced only one latent exogenous variable
(tangible) that significant effected to the endogenous latent variables (satisfaction). That
Variable was positive influence on the satisfaction variables mean the better physical
form, facilities, processes and results of the internal audit, the auditee increasingly
dissatisfied with the performance of the auditor who has been working. Variable
reliability, responsiveness, assurance and t-test values that are positive but not significant.

Having created a new model in the variables measured levels of reliability reflected
the latent variables. Testing was done by using the Value Composite Reliability (pc) and
Average Variance Extracted (AVE) which results are presented through the following
table.

Composite Reliability (p.) dar-:- aAt\)/leerfellge Variance Extracted (AVE)
Latent Variable e AVE
Tangible 0.8544 0.5951
Reliability 0.9235 0.7081
Responsiveness 0.8592 0.6061
Assurance 0.8748 0.7001

Satisfaction 0.8964 0.7453
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Pc value which was around 0.8 indicated that all latent variables used had a combined
value of a good reliability. AVE values of all latent variables more than 0.5 indicated all
latent variables could accommodate the diversity of indicator variables well.

R? = 0.2915 mean that 29.15% of satisfaction variables can be explained by the four
latent exogenous variables, the rest was explained by other factors not described in the
model.

These results suggested a model with PLS method accommodated the data used and
only one latent exogenous variable (tangible) that was significant effected to the
endogenous latent variables, namely the satisfaction of 4 latent variables proposed by
existing theories.

6. COMMENTS AND CONCLUSION

Based on the analysis that had been presented previously could be concluded that:

1. initial measurement model was formed by PLS method showed that there was an
indicator variable that was not significantly so that made the formation of a new
model used indicator variables were significant.

2. Structural model formed by the PLS method gave exogenous latent variables that
significant effected to the endogenous latent variables (satisfaction) was tangible
variable. The variable had positive influence on the satisfaction which means
better physical form, facilities, processes and results of the internal audit would
make the auditee satisfied with the performance of the auditor.
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ABSTRACT

A control charts Reexpression Vector Variance (RVV) can be used to monitoring the
dispersion of multivariate process as an alternative to the control charts Generalized
Variance (GV) is commonly used. The synthetic control chart RVV is built in a
combination the control charts RVV traditional (Shewhart class control chart) with the
control chart of conforming run length (CRL). Average run length of the traditional
control charts VV and the control charts VV synthetic calculated in case p=3 and n=5.
The result, the synthetic control chart VV can give signal out of control more quickly
when there is a small shift of the value of multivariate dispersion process.

KEYWORDS

Multivariate dispersion, vector variance, conforming run length, average run length.

1. INTRODUCTION

In the field of manufacturing industry, monitoring in a process of becoming an
inevitability. This activity is done to continuous quality improvement.There are two
phase in monitoring the process.Phase | consisting of the use of a control chart for
(1) stage 1 ‘start-up stage’ in retrospective testing what 's the process in control when
subgrup-sugrup first drawn; and (ii) stage 2, ‘future control stage’ which is testing
whether the process remain in control when subgrup-subgrup future taken. In the
multivariate characteristic, standard value with regard to the mean vector p, and a

covariance matrix X, (Alt and Bedewi, 1986).

The focus of this paper, development the control chart for monitoring multivariate
dispersion. One such the measure of multivariate dispersion of that can be used is a
reexpresion of vector variance ( RVV ). A RVV control chart built can be clasified in a
class of a Shewhart control chart. In the previous researchers, a Shewhart control chart
less sensitive in detecting small shifts of the process To improve its drawback Wu and
Spedding (2000) have made a univariat control chart of the synthesis of cases is to
control an average of the process. A control chart synthesis built by combining a
Shewhart control chart and control chart conforming run length (CRL). The results show
that the performance of a control chart synthetic average become more sensitive in
detecting small shift. The idea of control chart synthesis, it has been adopted by some
researchers as Huang and Chen (2005) to monitoring deviation standard, Ghute and
Shirke (2008a) to controlling mean vector process and Ghute and Shirke ( 2008b ) to

63



64 A Synthetic Control Chart Reexpression Vector Variance ...

monitoring the multivariate dispersion of the process with gernelaized variance ( GV)
statistics. In this paper the synthetic control chart to be built in to controling the
multivariate dispersion process with statistics rvv.

To this intention, in this paper, first be be drawn about a control chart RVV. The next
be drawn also a control chart CRL in general. As basic subjects of in this paper is
developing an algorithm to synthetic control chart RVV for monitoring multivariate
dispertion. For example cases will be gave at the end.

2. THE CONTROL CHART RVV TRADISIONAL

Suppose a multivariate process (p variables) with mean vector x and covariance
matrix X positive definite, in a notation of random vector X, it is assumed
X ~ N, (4 X). The multivariate dispersion process will be controlled by RVVB defined

by:
1
RW =[Tr(s?) |2

1)
where, S is covariance with sample size n.
In control processes, u = g and X =3,.
Berdasarkan distribusi limit (1), batas-batas kontrol bagi RVV fase Il (Suwanda,
2014) adalah:
Based on the limiting distribution (1), control limits RVV for phase Il (Suwanda,
2014) is:
UCL = vy, +Ktg,
Central = Ly, 2
LCL =vy, —Kty,
where,
1/(2p)
vs =|Tr(Z§
5, =[TrED)] -
2
2 1 GEO
2 2p-1/p 4
4p [Tr(zé)] 4)
8n
2 4
o5 =——=Tr(Z;)
-2 P ()

and k = the constant to determine the probability that process out of control with the
actual state process in control (o)

Dapat ditunjukkan (lihat apendiks) bahwa bahwa average run length in control untuk
(2) adalah
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Can be shown ( see the appendix ) that the average run length in control (2) is
ARLy =1/ 0 =1/ 2® (k) (6)
while that the average run length out of control:
ARL =1/P @)
where
P=1-p=1-[®(b)-(a)]

vy, Kty —vyg

a=
Ts1

vy, +krZO —Vy,

Ts1

3. THE CRL CONTROL CHART

The CRL control chart proposed by Bourke (1991) developed originally to
monitoring the quality of attributes to detect shift in fractions defective, proportions when
the inspection 100 % is used. The runs length of conforming items between to items
nonconforming successive taken as a basis for a control chart.The CRL defined as
corresponding quantity of units is between the two nonconforming successive including
the last unit is not conforming. The CRL can be explained in the next picture:

000000080008 |00
CRLT™ CRL, CRL,

(} Conforming unit
.' Nonconforming unit
Pigure 1. Calculate of CRL

Mean and the cumulative probability function of CRL are:

_1
Here = 0
Fy (CRL)=1-(1-6)"" CRL=12,...

In the case of detecting increasing of 6, the only of lower control limit used as
follows:

In(1-6,) ®

LClep, =L =
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where
ocrL =1-(1-6, )L = error type |

6, = proportion of nonconforming in control.

L will be must integer.

If the sample CRL less than L,, should be suspected that the proportion of damage has
been increased.

The Control chart synthetic for average can be develoved by combining the control
chart average with control chart CRL.

The Average Run Length (ARL) for the control chart CRL is:

1 1
AR = = . 9
LCRL FQ (L) 1_(1_6)L ( )

4. THESYNTHETIC CONTROL CHART RVV

This chart was created with the combining the control chart RVV and CRL. The
mechanism the state of process as follows. If the RVV fall in the control limits, note as
the state conforming with the symbol circle empty and if RVV falling in outside the
control limits, note as the state of the nonconforming with a symbol of black circle ( see
Figure 1). In the synthetic control chart, L and k determined that filled ARL, ( 10) as
expected (e.g. 370 to control chart 3 sigma) and the ARL; (11 ) minimum. In this ARL,
for the synthetic control chart is the multiplication of (6) and (9), namely:

1 1
20 (k) 1 (1- 20> (k)"
dan ARL; untuk digaram kontrol sitesis adalah perkalian (7) dan (9) out of control, yaitu:
and ARL, for Synthetic control chart is the multiplication ( 7) and (9), namely:
1 1

ARLys = ARLjpyy x ARLycpi = Bm (11

ARLys = ARLoryy x ARLgcri = (10)

The operation of synthetic control chart RVV are summarized as follows:

1. Set UCL and LCL from sub chart RVV/Sin and LCL L from sub chart
CRL/ Sin (determination of the control limits will be explained later).

2. On each inspection point, get a sample with size n observations, x; and calculate
the sample matrix covariance S; and RVV. This RVV sample plotted on a sub
chart RVV /Sin.

3. Ifthe RVV /Sin greater than LCLgyy/si,and less than UCLg,y, /sin » this sample is
called a appropriate sample (conforming) and monitoring returns to step 2.
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Otherwise sample referred to is not appropriate (nonconforming) and controlling
continues to the next step.

4. Check the number of sample RVV between sample now and the sample non-
conforming. The number is extracted as a sample CRL from of sub-chart
CRL/ Sin and the synthetic chart.

5. If the sample CRL is larger than the lower limit sub-diagram CRL/Sin, the
process in control and controlling next to step 2. Otherwise process it is out of
control and controlling for the next step.

6. Signal out of control condition.

7. Make the act to obtain and remove the factor causes of out of control. And than
summarize the process and then back to step 2.

To design a synthetic control chart, users should provide specifications follows:

The covariance matrix in control process, X .

Standard deviation of RVV, t.
Sample sizel, n.
Covariance matrix out of control, Z, .

Average run length in control, ARL,.

Usually, pand X estimated from the data observations on the pilot runs and the size

of the n = 4.5, or 6. Mean shift design is the distance through which it considered to be
serious enough its impact on the quality of the product; then pertaining to a value ARL;

that is as small as possible. The ARL, decided by the fulfillment of the level of any
alarm. If handling error alarm is difficult, ARL, must large, other ARL, have to be set
with a value of less to enhance the effectiveness of the detection.

A description of the program

This program can use to design parameters controlling BKAg\y/ /sin  BKBgwy/sin @nd

L that ensure the minimum for ARL to shift VV or change of covariance matrix for the
synthetic described above. Data entry for flexibility, program determined by type error |

o (1/ARLy).
The program design a synthetic chart based on the model optimization as follows:
The objective:
ARL; = minimum (12)

Constraint ARL, = L X 1 (13)

20 (k) 1-[1-20(-k)]"
The two desigm variable:

L, k
where ARL; (%) = ARL out of control.
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The optimization identify the set of L and k so ARL, (£;) minimum with ARL, be
fixed.

The procedures complete of design programs can be summarized as follows:
1. Set pu, Zy,,n, Z; and ARLora.

2. Aninitial value L as 1.
3. Determine k with solving (2) numerically, as follows:

Let ARL(0)=a and @ (—k)=h, Equation (2) into:

1 1

a:—x—L
20 1-[1-2b]

2b—[1-2b]" 2b—§:0

f (b)=2b—-[1-2b]" 2b—§:0

With Newton's method the roots of b can be determined with the following procedure:
Taylor series f (b) at this point by, are:

f (I, ) f(by) 2 f () 3
f(b)="f (b, )+ 1!0 (b—by)+ 2!" (b—by)" + 3!0 (b—by) +...=0
The linear approximation is:

In this case 0<®(—k)=b<0.5, because the initial value b, can be between 0 and
0.5.
4. Calculate ARL, for the values k and L using the following equation,
ARL, = 3 ;L
P 1-(1-P)
where P as at Equation 7.
5. If ARL, being reduced, then stepped up | by the addition of one and go back to

step-3. Other to the next step.
6. LetL and k as final value for the shyntetic chart.
7. Use the final value of k, calculate UCLgyy/sin @nd LCLgy/sin s follow:
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LCLgw /sin = Vo —KTo,UCLgyy/sin = Vo +K1g

Ilustration:

To better understand the process of a synthetic chart RVV, this following will be
given an example case. Suppose a process involving three important variables with a
covariance matrix,

100
So=| 10
1

The monitoring done during the process of continuing with the use of the sample size
n = 5. A syhthetic control chart RVV will be made to control to multivariate dispersion so
sensitive to change all variable variance, increased to o; =1.5,i=1,2,3 and the

correlation between variables fixed equal to zero with ARL, = 370.

Dengan menggunakan Matlab R2008b diperoleh nilai-nilai L, k, BKB, BKA, dan
ARL; untuk diagram RVV sintesis, seperti yang tercantum pada table berikut:

By using matlab R2008b obtained the values of L, k, LCL, UCL, and ARL, for the
synthetic chart RVV, as articulated in the following table:

Table 1
The values k, LCL, UCL dan ARL; for
L 1 s/d 20 and ARL =370

L k LCL UCL ARL,
1 1.943 0.846 1.556 25.305
2 2.085 0.820 1.582 20.005
3 2.164 0.806 1.596 17.716
4 2.219 0.796 1.606 16.408
5 2.260 0.788 1.614 15.561
6 2.294 0.782 1.620 14.972
7 2.322 0.777 1.625 14.546
8 2.346 0.772 1.630 14.228
9 2.366 0.769 1.633 13.987
10 2.385 0.765 1.637 13.802
11 2.402 0.762 1.640 13.660
12 2417 0.759 1.643 13.552
13 2.430 0.757 1.645 13.470
14 2.443 0.755 1.647 13.409
15 2.455 0.752 1.649 13.365
16 2.466 0.750 1.651 13.336
17 2476 0.749 1.653 13.319
18 2.486 0.747 1.655 13.312
19 2.495 0.745 1.657 13.314
20 2.503 0.744 1.658 13.323
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Pada Tabel 1, untuk L=18 diperoleh ARL1=13.312, sedangkan pada L=19
memberikan ARL1= 13.314. Oleh karena itu ARL1 optimal dari diagram kontrol RVV
sintesis terjadi pada L=18. Jadi batas-batas kontrol RVV sintesis adalah:

Sub diagram kontrol RVV/Sin:

In the Table 1, for L = 18 obtained ARL; = 13.312, while in L = 19 give ARL; =
13.314. Hence the optimal ARL; for synthetic chart RVV happened in L = 18. So the
limits of control RVV synthtetic:

Sub control chart RVV:
UCLgyy/sin =1.655

LCLRW/Sin = 0747

Sub control chart CRL/Sin:
LCLCRL/Sin =L=18
with ARL;=13.314.

Whereas the limits of the control chart RVV standard are:

UCLgyy =1.7491
Centralg,,, =1.2009
LCLgyy =0.5628

with ARL;=27.0129.

It appears that in cases of the number of variables p = 3 and sample size n=5, a
synthetic control chart RVV on average in the period of 13 or 14 will give the signal has
happened changes RVV which was originally RVV, = 1.2009 be RVV, = 1.3747 or the
ratio change PRVV = RVV; / RVV, = 1.14.The provision of this signal more quickly
compared with an average length of the period of the provision of signals out of control
the first time by a control chart RVV standard that is on the period 27 since the
occurrence of a shift RVV to 27. Ghute and Shirke (2008) has calculated ARL1 for
control chart GV standard ang synthetic control chat GV. To the case of p=3,n =5 and
the ratio of change GV 1.2, standard give ARL1 = 75.56 fot control chart GV standar and
give ARL1 = 56.84 for synthetic control chart GV.So a synthetic control chart RVV have
the best performance to this case.

5. CONCLUSION

In this paper have been introduced a synthetic control chart to monitoring covariance
matrix for the process distributed multivariate normal. A synthetic control chart RVV is a
combination of control chart RVV and control chart CRL. In the case of number of
variables p = 3 and sample size n = 5, a synthetic control chart RVV faster give the signal
out of control that is in the period 14th ( on average ) of a diagram control standard rvv
who gave the signal on period 27". Whereas a synthetic control GV in the same case give
the first sinyal in period 57™. control rvv peride for change. So a synthetic control chart
RVV have the best performance to this case.
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APENDIKS:
ARL Diagram Kontrol RVV:

Average Run Length didefinisikan sebagai ekspektasi dari variable acak geometrik
dengan parameter merupakan probabilitas menyatakan out of control (proporsi
kerusakan), missal P.

Jadi,
ARL = 1
P
Dibawah proses sebenarnya incontrol, P =«
Jadi,
ARL, = 1
(09
Dibawah proses sebenarnya out of control, P =1-
Jadi,
ARL, = 1
1-B
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Sekarang akan ditentukan nilai 8,
B=P(BKB<RW <BKA[Z=3,,3, =5)

BKB - vy BKA— v,
=P L<Z< L
Ty, Ty,
_p Vs, _k'fzo — Vs, 7 Vs, +k'c20 — Vs,
Ts, Ts,
~P(a<Z<b)=d(b)-d(a)
dimana
A vy, —Vy, —KTg,
b vy, — Vs, TK1g,

‘Ezl

Dibawah proses in control benar:

Ao Ym Ve K,
Ts,
- Vs, — Vg, +Ktg, —k
TZO
Sehingga,
p=a(k)-0 ()
Jadi,
ARL, = 1
1-[ @ (k)-@ ()]
_ 1
20 (k)
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ABSTRACT

Dengue fever disease has become common problem in developing countries including
Indonesia. Mixture models are usually used in modelling data consisting of several
groups, where each group has different properties and characteristics of the one family
but uses the same distribution. Weibull mixture models have received increasing attention
in recent statistical research with applications in the field of survival analysis. The
advances in the Bayesian paradigm have substantially expanded the methodology and
application of Weibull mixture models. One problem of current interests is the analysis of
survival times of patients. Dengue hemorrhagic fever data can be used to make inference
about patient survival. In this study, we focus on the use of Bayesian Weibull mixture
models for estimating survival. A simulation study that investigates the impact of
censoring on these models is also described.

KEYWORDS

Bayesian, Censoring, Dengue hemorrhagic fever, Mixtures, Survival analysis,
Weibull distribution.

1. INTRODUCTION

Indonesia is a tropical country with two seasons: rainy season and dry season.
Tropical natural environment, poor sanitation, and lack of public awareness were the
main reasons of the spread of dengue in Indonesia. Demographic and societal changes
such as population growth, urbanization, and modern transportation appear to play an
important role in the increased incidence and geographical spread of dengue virus
(Gubler, 2002). Dengue Hemorrhagic Fever (DHF) in Indonesia is a disease caused by
the bite of Aedes aegypti. If a person gets infected, this virus may result in her/his death
(National Geographic Indonesia, 2012).

DHF usually affects children, but in recent decades it has been a trend of increases in
the proportion of more mature age. Indonesia occupies the highest position in the case of
DHF in Southeast Asia with 10,000 cases in 2011 (National Geographic Indonesia,
2012). Although, Makassar is categorized one of 10 regions ranked highest DHF
(detikHealth, 2012), efforts to prevent the spread of this disease and to reduce mortality
needs to be done. Government of Makassar sets 5 Sub districts of 14 districts in
Makassar, as its prone areas to the spread of dengue disease (Viva news, 2013).
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Preventive Efforts to reduce mortality should be done, such as increasing awareness
and a healthy way of life in order to prevent the occurrence and spread of dengue fever
(Kautler et al., 1997). On the other hand, the reduction of the mortality rate can be r
curative by providing appropriate medical therapy. On the latter, the issue of patients’
survival with DHF becomes very important to be studied.

Survival time of patients can be affected by many factors. In addition, the survival of
patients with DHF is largely determined by the ability to develop and implement
appropriate methods to a) identify factors that influence survival and b) get a model based
on those factors. One of the popular methods is proportional hazard regression Nguyen
and Rocke, 2002, Rosenwald et al., 2002, Kleinbaum dan Klein, 2005). This method only
uses present data as a basis to estimate patient survival times and does not takes into
account available prior information, other unknown features of the model or the model
structure itself. In a Bayesian framework, such information can be informed through prior
distributions and uncertainty in the model structure can be accommodated (Kaderali et al.
2006; Tachmazidou et al. 2008). Since the advances in computational and modeling
technique, Bayesian methods are now becoming quite common for survival data
(Kaderali et al., 2006; Lee dan Mallick, 2004; Thamrin et al., 2012, Thamrin et al., 2013,
Thamrin, 2013).

Given the nature of DHF data to describe biological systems and outcomes of
patients, and hence the potential of these covariates to produce more precise inferences
about survival, the use of a single parametric distribution to describe survival time may
not be adequate. DHF data may enable the description of several homogeneous
subgroups of patients with respect to survival time. This research therefore used Bayesian
Weibull mixture models for better estimation and prediction of this outcome, following
the notion that the Weibull distribution is a popular parametric distribution for describing
survival times (Dodson, 1994) and mixture models are commonly used in describing data
consisting of several groups, where each group has different properties and features of the
one family but uses the same distribution. These models provide a convenient and
flexible mechanism to identify and estimate distributions, which are not well modelled by
any standard parametric approaches (Stephens, 1997). There is developing literature on
the application of Weibull mixture models in the field of survival and reliability analysis.
The advances in EM algorithm Dempster et al. (1977), the Bayesian paradigm (Berger,
1985, Besag et al., 1995), and Markov chain Monte Carlo (MCMC) computational
methods (Diebolt and Robert, 1994) have substantially expanded the methodology and
application of Weibull mixture models. In the Bayesian context, Marin et al. (2005a)
described methods to fit aWeibull mixture model with an unknown number of
components. Farcomeni and Nardi (2010) proposed a two component mixture to describe
survival times after an invasive treatment. Quiang (1994) also used a mixture of a
Weibull component and a surviving fraction in the context of a lung cancer clinical trial.
Tsionas (2002) considered a finite mixture of Weibull distributions with a larger number
of components for capturing the form of a particular survival function. Based on previous
studies, it is known that there are not many studies that analysed the survival time
estimates of HDF, the factors that influence in Indonesia by using a Bayesian Weibull
mixture and consider model choice issues.



Thamrin, Jaya and Talangko 75

The main aim of this paper is to develop and apply the Bayesian Weibull mixture
approach to model DHF patients’ survival. This aim is addressed through the estimation
of a two component Weibull mixture model in a simulation study and an application to a
dengue fever dataset. The number of components does not need to be confined into two
components. Farcomeni and Nardi (2010) stated that while extending the model to the
general case is straightforward, in their experience the two Weibull mixture is already
sufficiently flexible. The paper is organised as follows. In Section 2, we define the
Weibull mixture model and Bayesian computational approach for parameter estimation.
We also provide the method of simulation and discuss the issue of label-switching and
model evaluation in Section 2. In Section 3, we illustrate the model using simulated
datasets and a DHF dataset. The results are discussed further in Section 4.

2. MATERIAL AND METHODS

2.1. Model Formulation

In this section, we define the Weibull mixture model for analysing survival data. We
confine ourselves to survival times that are the difference between a nominated start time
and a declared failure (uncensored data) or a nominated end time (censored time). Let T
be a nonnegative random variable for a person's survival time and t be any specific value
of interest as a realisation of the random variable T. Kleinbaum and Klein (2005) give
some reasons for the occurrence of right censoring in survival studies, including
termination of the study, drop outs, or loss to follow-up. For the censored observations,
one could impute the missing survival times or assume that they are event-free. The
former is often difficult, especially if the censoring proportion is large, and extreme
imputation assumptions (such as all censored cases fail right after the time of censoring)
may distort inferences (Leung and Elashoff, 1997, Stajduhar et al., 2009). In this study,
we treat all censored cases as event-free regardless of observation time.

Initially, we assume that we observe survival time t on patients possibly from a
heterogeneous population. The two parameter Weibull density function for survival time
is given by

W(tla,y) = ayt“exp(—yt%)

for a > 0and y > 0, where a is a shape parameter and is a scale parameter (Ibrahim et al.,
2001b). A mixture of K Weibull densities (Marin et al., 2005a) is defined by

f(th'  Q, Y) = Zﬁ:lnmw(tlam: Ym)
where o = ay,05,..,0x , Y=Y, Y2 -,Yk are the parameters of each Weibull
distribution and w = wy, w,, ..., wi is a vector of nonnegative weights that sum to one.

The corresponding survival function S(t|K,r,o,y ) and hazard function S(t|K,x,a,y )
are as follows:

S(tIK, T, y) = Yi=1 T €Xp(—YmtHh)
f(t|K,ma,y)

h(th, T, (XY) = S(tIKma,y)
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Let xij be the jth covariate associated with patient i, for j = 1, 2, ..., p. In our
application, xij could indicate, for example, the thrombosis’. The covariates can be
included in the model as follows (Farcomeni and Nardi, 2010)

log(Ym) = X{Bm = Am 1)

where x; = Xiy, Xiz, = Xip» Ym = Y1im) Y2mo =+» Ypm and By = Bim, Bams -+ Bpm fori=1,
2,..,nandm=1,2, ..., K.

We now assume that we observe possibly right-censored data for n patients y =
V1, V2, -, Yo Where yi=(t;,8;) and §; is an indicator function such that (Marin et al., 2005a)
8; = 1, if the lifetime is uncensored, i.e., Ti = ti and §; = 0, if the lifetime is censored, i.e.,
Ti > ti.

Thus, the likelihood function becomes:

L(T[, (X,YlK, ti' 51, X) (o4 H?:l f(tllK, tit 6i' X)Si S(tllK, tit 6i! X)l_si

Here, the incomplete information is modelled via the survivor function, which reects
the probability that the ith patient was alive for duration greater than ti.

In WinBUGS (Lunn et al., 2000, Ntzoufras, 2009, Spiegelhalter et al., 2002), possibly
right censored data can be modelled using a missing data approach via the command I(., )
as follows

t[i] ~ dweib(alpha[i]; gamma[i])I(cens.time[i]; )

where cens:time[i] is either zero for uncensored outcome or the ith recorded survival time
for censored outcomes. Hence, censored survival times are assumed to be drawn from a
truncated Weibull distribution.

The following prior distributions were placed on the parameters = and o
mt|K ~ Dirichlet (¢4, §3, ..., Px) , O = b, Vm =1,2,...,K
am~ Gamma(ug, vy), m=1,2,..,K

For a model without covariates, we employ the following prior for yy,.
Ym~ Gamma(uy,v,),m = 1,2,...,K

We choose small positive values for ug, vq, uy, v, to express vague prior knowledge
about these parameters and we set ¢ = 1 (Marin et al., 2005a). For a model with
covariates, in this paper, we employed an independent normal prior on each B, so that

Bm|K~N(0,%)

and we allow B, to be diagonal with elements cjz, i=1,2, ..., p. We express a vaguely
informative prior by setting 6;°=10. The diagonal matrices were used here but this
changed recently (Bhadra and Mallick., 2013), so one may argue that a non-diagonal
variance-covariance matrix may be more appropriate.
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2.2. Computation Method

The model described in Section 2.1 can be fitted using MCMC sampling with latent
values Zi to indicate component membership of the ith observation (Diebolt and Robert,
1994, Robert and Casella, 2000). Since =mm = Pr(Z; = m), we can write
Z;~M(my, Ty, ..., m). In this scheme, the Z; is sampled by computing posterior
probabilities of membership, and the other parameters are sampled from their full
posterior distributions, conditional on the latent indicators. This was implemented in the
WinBUGS software package (Lunn et al., 2000).

Label switching, caused by non-identifiability of the mixture components, was dealt
with post-MCMC using the reordering algorithm of Marin et al. (2005b). The algorithm
proceeded by selecting the permutation of components at each iteration that minimised
the vector dot product with the so-called “pivot”, a high density point from the posterior
distribution. The MCMC output was then reordered according to each selected
permutation. In this paper, the approximate maximum a posteriori (MAP) (i.e. The
realization of parameters corresponding to the MCMC iterate that maximised the
unnormalised posterior) was chosen as the pivot.

2.3. Model Evaluation and Comparison

The appropriateness of the Weibull model can be checked by applying goodness of fit
measures which summarize the discrepancy between observed values and the values
expected under the model in question (Gupta et al., 2008). The most commonly used
assessments of model fit are in the form of information criteria, such as the Bayesian
Information Criterion (BIC) (Schwarz, 1978a),

BIC = —2 logL(t|0) + k log(n),
and Akaike Information Criterion (AIC) (Akaike, 1973),
AIC = —2E(log(L(t]))) + 2k

For AIC, 6 are unknown parameters of the model and k is the number of free
parameters in the model. The term 2k in the AIC is also a complexity measure. Both the
BIC and DIC can be calculated from the simulated values based on MCMC results;
smaller values indicate a more suitable model in terms of goodness of fit and short-term
predictions (McGrory and Titterington, 2007), (Spiegelhalter et al., 2002).

The selection of variables in regression problems has occupied the minds of many
statisticians. Several Bayesian variable selection methods have been applied to gene
expression and survival studies. For example, Volinsky and Raftery (2000) investigated
the Bayesian Information Criterion (BIC) for variable selection in models for censored
survival data and Ibrahim et al. (2008) developed Bayesian methodology and
computational algorithms for variable subset selection in Cox proportional hazards model
with missing covariate data. Other papers that deal with related aspects are Cai and
Meyer (2011) and Gu et al. (2011). Cai and Meyer (2011) used conditional predictive
ordinates and the DIC to compare the fit of hierarchical proportional hazards regression
models based on mixtures of B-spline distributions of various degrees. Gupta et al.
(2011) presented a novel Bayesian method for model comparison and assessment using
survival data with a cured fraction.
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In our analysis, for demonstration we compute the DIC and BIC for all possible
subsets of variables and select these models with smallest DIC and BIC values (Burnham
and Anderson, 2002). We also evaluate the model by applying posterior predictive checks
based on the validation dataset.

2.4. Simulation Algorithm

Our interest in this study was to estimate the parameter of Bayesian Weibull mixture.
The models developed here was the Weibull mixture model. We used the simulation
algorithm for analyses. The probability models with five explanatory variable were used
in simulations

For these study, data were simulated from two component Weibull mixture models
with the following parameter configurations:

W(tlk = 2,1 a,y) = 0,5W(3,1) + 0,5W(2,2),

The censoring levels20% was applied to model and a sample size of n = 200 was used

for all experiments. The following steps were applied to carry out the simulations.

1. Generate t;, from the respective model, for i=1,2,...,n.

2. Generate censoring times by assuming that the largest C% survival times are right
censored.

3. Generate each covariate X; = (Xyi, X3j, -+, X5;) from independent standard normal
distributions, and then set vy, using equation 1. For the purpose of the simulation
study, we fixed the coefficient values relating to the covariates in each component
to B, = (1,1,1,1,1) and B, = (2,2,2,2,2).

4. Fit the model based on the data yi = (ti; _i), with 100,000 iterations, discarding
the first 10,000 iterations as burn-in.

5. Record posterior estimates of the model parameters, namely median and standard
deviation.

3. RESULTS

3.1. Simulation

We simulated the generated data by running for Weibull mixture model with
noninformative prior. The averaged values over the 100 simulations for median of
posterior means and standard deviations of theWeibull mixture parameters are reported in
Table 1 for 200 sample size. The table confirms the accuracy of the parameter estimates
in the 20% of censoring.
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Table 1

Posterior estimates of parameters (a, m, B,,) for simulation
data model with 20% levels of censoring.

79

C |Parameter \-/rarlﬂee Posterior Median POStGISL?/ri;?iEdard
Oy, Ol 3,2 [(2.967,2.122) (0.352, 0.211) |(0.308, 0.225)(0.057, 0.024)
B11, B12 1,2 |(1.038,1.986)(0.055, 0.069) |(0.051, 0.074)(0.007, 0.012)
B21, B2z 1,2 ](0.979, 1.983)(0.049, 0.084) |(0.046, 0.072)(0.007, 0.011)
20%| B, Ba 1,2 ](0.994, 2.007)(0.050, 0.052) |(0.046, 0.074)(0.007, 0.010)
Ba1, Baz 1,2 |(1.024,1.977)(0.047,0.031) |(0.048, 0.078)(0.008, 0.012)
Bs1, Bs2 1,2 ](0.991, 1.991)(0.041, 0.061) |(0.048, 0.072)(0.007, 0.019)
wiy, w, |05, 0.5/ (0.502, 0.498)(0.015, 0.015) | (0.048,0.048)(0.003, 0.003)

3.2 Application to Dengue Hemorrhagic Fever

Here, we analyse a dataset of medical records of patients with DHF. These data were
taken in Dr. Wahidin Sudirohusodo hospital, Makassar in 2005 - 2007. This dataset
contains DHF patients, comprising 2091 patient. Patients with missing values for a
particular DHF element were excluded from all analysis involving that element. The
response variable used in this study is the length of stay, which is a long hospitalisation
of patients with DHF until otherwise be discharged as the situation improved and within
the limits of the study period, in days, with provisions: (a) If a patient's inpatient
admission to otherwise allowed to go home because the situation improved in the care of
Dr Wahidin Sudirohusodo hospital and within the limits of the study period, the survival
time is categorised as not censored survival data; (b) If an inpatient either exceeded the
limits of research or died, 0 moved hospital then it is classified as censored survival data.
While the predictor variables were used: (a) The number of trombocyte (X,) is the
amount of trombocyte when the patient was first declared inpatient admission with a
value of 1 for amount of trombocyte <50,000/ul, a value of 2 for the amount of
trombocyte is 50000/ul-100000/ml, a value of 3 for the amount of trombocyte is
100000/ul-150000/ul, and a value of 4 for the trombocyte amount is more than
150,000/ul. (b) Hematocrit levels (X,) is a hematocrit levels when the patient was first
declared the inpatient admission. (c) Variable age (Xs3) is the age of the patients at
admission hospital. (d) Variable gender (X,) with a value of 1 for female and the value 2
for male.

We fitted Weibull mixture models to the dataset using the prior distributions
described in Section 2. As in the simulation study, we use the WinBUGS software (see
Lunn et al., 2009) to fit the MCMC, where for each model, 100,000 samples were
collected and after a burning period of 10,000. Summary statistics of the dataset are given
in Table 2.
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Table 2
The description of Dengue Hemorrhagic Fever
Variable Mean | Standard Deviation | Median | Minimum | Maximum
Survival time | 3,519 2,002 3,000 1,000 15,000
Age 3,247 0,812 3,000 1,000 6,000
Hematocrit | 38,53 6,495 39,000 3,000 78,000
Trombocyte | 85400 39849 86000 4000 150000

From Table 2, we can see the average of the number of trombocyte of patients with
DHF in Wahidin Sudirohusodo hospital Makassar was 85400, with a minimum and
maximum amount of trombocyte were 4000/ul and 150000/pul, respectively. The smaller
the number of trombocyte the worse anyway disease dengue fever of a patient will be and
vice versa. The normal amount of human trombocyte is min 100,000/ul. Thus, from
Table 1 above there are patients whose condition is very unstable because they have a
trombocyte count of 4000/ul. Moreover, the average level of hematocrit of DHF patients
was 38.53% with the lowest and the highest levels were 3% and 78%, respectively.
Different from the trombocyte, for the hematocrit levels, the greater level of the patient's
hematocrit, then the patients’ condition is likely to be more severe and vice versa.

An increase of hematocrit is usually preceded by a decrease in trombocyte. This
increase reflects increasing capillary permeability and plasma leakages. It should be
noted that the hematocrit value is affected by the replacement fluid or bleeding.
Hematocrit levels will continue to rise if there is bleeding and will always decrease after
the administration of fluids to patients.

Based on the characteristics of long hospitalization of patients, subsequently
we calculated the survival function and the hazard function. The result can be seen in
Table 3.

Table 3

The Survival Probability and the Hazard Rate of DHF Data
t St(1) St(2) ht(1) ht(2) h(t)
1 0.6482 0.3186 0.0692 0.0175 0.0356
2 0.5109 0.2924 0.0280 0.0346 0.0733
3 0.2735 0.2516 0.0101 0.0466 0.1071
4 0.0833 0.2024 0.0023 0.0514 0.1345
5 0.0121 0.1518 0.0003 0.0493 0.1556
6 0.0007 0.1061 0.0000 0.0422 0.1721
7 0.0000 0.0689 0.0000 0.0325 0.1865
8 0.0000 0.0416 0.0000 0.0227 0.2012
9 0.0000 0.0233 0.0000 0.0145 0.2177

Table 3 shows that the probability of survival function is progressively increasing, but
function the hazard is progressively decreasing. This means that the longer the patients
stayed in the hospital, the lower the patients’ survival probability will be, but contrast to
this, the patient's hazards’ rate will be higher. The survival function gives the probability
of survival of patients survive for all time t, for example, the probability of patients’
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survive on day 4 was 0.0833, meaning that the number of patients who would not recover
on day 4 was 8.33%, and based on the hazard function, on day 4 patients hazard rate was
0.0023.

Table 4
Posterior Estimates of Parameters (a, B, ©) for DHF Data

k | Parameter | Variable | Posterior Mean | SD | 95% Credible Interval (CI)
o4 3.104 0.157 (2.817, 3.44)
Bu trombocyte -0.344 0.120 (-0.583, -0.118)

1 Bor hematocrit -0.552 0.057 (-0.664, -0.439)
Ba age -0.212 0.061 (-0.334, -0.097)
B gender -0.201 0.083 (-0.356, -0.026)
T 0.570 0.041 (0,491, 0,649)
ol 1.797 0.058 (1.682, 1.919)
B2 trombocyte -0.076 0.075 (-0.223, 0.070)

2 B2z hematocrit -0.508 0.042 (-0.594, -0.425)
B3 age -0.150 0.043 (-0.230, -0.066)
Baz gender -0.314 0.067 (-0.442, -0.183)
T 0.430 0.041 (0.351, 0.509)

As can be seen from Table 4, the 95% credible intervals for ;, B, B3, B4 respectively
do not include 0 in the first component. This finding is interesting, since it indicates that
four of these variables substantially contribute to patients’ survival times, namely
trombocyte, hematocrit, age and gender, with a negative effect on the predicted survival
time. In the second component, the hematocrit, age and gender substantially described
patients’ survival times and had a negative effect on the predicted survival time. Based on
Table 4, the Weibull mixture models for the first component (W1) and the second
component (W2) is

W = m W (tilag, A) + T Wa (tag, 2),
Where
W, (tlog, Ay) = 0.57[3,104ti2'104exp(7\1 - exp(?\l)tf'lm)];
}\1 = _0'344Xtrombosit - 0:552Xhematokrit - 0'212Xumur - 0'201Xgender;
W, (tilag, A2) = 0,43[1,797t)7*7exp (2, — exp()t7"7)]; and A, =
—0,508%pematokrit = 0,150Xymur — 0'314Xgender
From Table 5, we can see that the smallest value of BIC and AIC for the Weibull

mixture model without were 6939 and 6909, respectively. Based on these, we conclude
that the model with three components is more appropriate for this data set.
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Table 5
The Value of BIC and AIC for DHF Data
Number of component (k) BIC AIC
1 8288 8278
2 7233 7213
3 6939 6909

4. CONCLUSION AND DISCUSSION

This paper has presented the Bayesian Weibull mixture model with MCMC
computational methods. The case study that we considered involved DHF survival, with
covariates given by trombocyte, hematocrit, age and gender.

Based on two goodness of fit criteria, we showed that selected covariates are
substantially associated with survival in this study. Computation of DIC and BIC
estimates for all possible combinations of the covariates facilitated full consideration of
competing models. For example, models that are not best in the sense of goodness of fit
(based on these two criteria) may be interpretable with respect to their biological and
medical implications.

When viewed from the age, the majority of patients with this disease aged 21-30
years. Our study also supports the work of Karyanti et al. (2014) who indicated that in
those aged 15 years or over, DHF incidence increased.

The first mixture components that affect a cure DHF patient were age, gender,
hematocrit, and trombocyte. The results show that compared to female DHF patients,
male patients tend to recover faster by 0.818 times. The greater the patient's hematocrit
by one unit, the longer the recovery of the patients, which is 1,733 times, and DHF
patients with trombocyte amount of between 4000/ul and 150 000/ul tend to recover
faster by 0.708 times compared to those with different amount of trombocyte.

The second mixture components affecting a cure DHF were age, gender and
hematocrit levels. The results show that male patients tend to heal faster by 0.371 times
than female ones and the patient's with greater hematocrit by one unit, tends to have
longer recovery for 1,661 times, and DHF patients with ages between 21 and 30 years
tend to heal faster by 0.731 times than those with different ages.

Based on two goodness-of-fit criteria, we showed that selected variables are
substantially associated with survival in this study. Computing by using the BIC and AIC
can estimate all possible combinations of the number of components required in
determining the best model. For example, models that are not best in the sense of
goodness of fit (based on these two criteria) may be interpretable with respect to their
biological and medical implications.

Apart from accuracy and precision criteria used for the comparison study, the
Bayesian approach coupled with MCMC enable us to estimate the parameters of Weibull
survival models and probabilistic inferences about the prediction of survival times. This
is a significant advantage of the proposed Bayesian approach. Furthermore, flexibility of
Bayesian models, ease of extension to more complicated scenarios such as a cure mixture
model, relief of analytic calculation of likelihood function, particularly for non-tractable



Thamrin, Jaya and Talangko 83

likelihood functions, and ease of coding with available packages should be considered as
additional benefits of the proposed Bayesian approach to predict survival times.
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ABSTRACT

There is a gap of Human Development Index (HDI) between regency and city in East
Java Province. This is due to the faster development of urban areas be compared to rural
areas. On the other hand, movement from the regency to city is one of the causes of these
imbalances. The impact of migration from the regency to city is low quality of human
resources in the regency. HDI figures of regency and cities in East Java are calculated
from the components of life expectancy at birth, literacy rate, mean years of schooling,
and gross income per capita. Each component of HDI is expected to have spatial
influence. Calculating of HDI is used Local Indicator of Spatial Autocorrelation (LISA).
HDI is not only influenced by the local effect, but there is a relationship between HDI
and Regional Government Budget. To determine the relationship between HDI and
Regional GovernmentBudget be used General Spatial Model (GSM). This results of this
study indicate that all components of the HDI have a spatial dependency based on
city/regency in East Java. GSM model formed in East Java showed Rzadj of 80.12%. GSM
modelling also shows that the estimation result of HDI data is close to the actual data by
the difference of 1.9978. Thus, it can be said that GSM model is good to be implemented
in East Java.

KEYWORDS
Human Development Index, LISA, Local Government Budget, General Spatial Model.

1. INTRODUCTION

Human development index (HDI) was first introduced in Indonesia in 1996. Based on
human rights and socio-economic rights in the Constitution of the Republic of Indonesia,
there are four components that affect the HDI. Those are life expectancy at birth, literacy
rates, mean years of schooling, and gross income per capita. The rate of HDI figures in
Indonesia has increased from year to year. According to the United National
Development Program in 2012, Indonesian HDI figures in the period 2011-2012 have
increased from 0.624 to 0.629. However, compared to the 5 countries of ASEAN,
Indonesia HDI figures are still relatively low. The HDI figure in the countries such as
Singapore, Brunei Darussalam, Malaysia, Thailand, and the Philippines are respectively
0.866, 0.838, 0.761, 0.682, and 0.644. In addition, Indonesia's HDI figures based on
city/regency showing inequality between the western and eastern regions. Cities and
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regencies that have a high HDI are mostly located in the western region of Indonesia,
while cities and regencies have the low HDI level are located in the eastern region of
Indonesia.

The provinces on the island of Java show inequality of HDI figures. Based on the
Human Development Index 2012, DKI Jakarta Province was ranked 1 and Yogyakarta
Special Region 4th rank, while the province of Central Java, West Java, and East Java
consecutively ranked 14, 16 and 17. It is caused by the inequality of HDI in the area of
city/regency. Urban areas generally have better infrastructure than the surrounding
regency, causing urbanization from the regency to the city. The impact of migration is
causing the regency to have lower human qualities. HDI figures regencies and cities in
East Java are calculated based on its components. Each of the components of the HDI is
thought to influence spatial. The emergence of the spatial influence was caused by the
proximity factor between geographic regions. Therefore, analysis is required in order to
know the influence of HDI figures in the city/regency toward the city/regency in the
vicinity. In addition, the grouping and correlation analysis between neighboring regions
are required. Analysis of correlation is based on the influence of the location called
spatial correlation. Local Indicator of Spatial Autocorrelation (LISA) is a statistical
method that aims to identify and describe the spatial correlation. LISA is being used to
analyze the components of the HDI indicators spread across the city/regency in East Java.

HDI values are not only influenced by the effects of the location, but there are
indications of its relationship with the Regional Government Budget. This can be seen in
previous studies conducted by Nasution (2010) and Paramita (2012). Nasution (2010)
examined the impact of the realization of the budget to the improvement of the human
development index in Binjai. This study used a multiple linear regression method and the
results of this study indicate that the budget for the education sector and the health sector
brings a positive influence on the human development index. Paramita (2012) conducted
a study on the relationship between the budget realization and the Human Development
Index in Makassar from 2000 to 2009. This study used a linear logarithmic and the results
of this study indicate that the realization of the budget realization gives effect on the
human development index because local/city governments have more freedom in using
its budget in accordance with the needs of the community. Both studies only analyzed the
relationship between the HDI and the budget without looking at the influence of the
location.Based on both of research, the influence of the location add in this studyby using
the method of the General Spatial Model (GSM).The purposes of this study are (1) to
analyze the spatial correlation, globally and locally for all constituent HDI 2012 in East
Java; (2) Prepare the General Spatial Model HDI with budgets in the province of East
Java

2. METHODOLOGY

The data used in this study are HDI data and budget data. Data Human Development
Index in 2012 by city and regency in the province of East Java was obtained from the
Badan Pusat Statistik. HDI data was obtained include component life expectancy at birth,
literacy rates, mean years of schooling, gross income per capita in each city and regencies
in East Java. Life expectancy at birth is based on the calculation of the average age of
people who live in the area. This figure indicates the rate of a person's health. HDI
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components the education sector is affected by the literacy rate and mean years of
schooling. Mean years of schooling describes the amount of time which has spent to
carry out formal education in the age of 15 years and over in the population, while the
literacy rate is the percentage of the population aged 15 years and over who can read and
write.Gross income per capita is the average costs to be spent by people in an area within
a certain time. This figure illustrates the rate of well-being and explains the condition of
the people who can meet the standards of living. Regional Goverment Budget in 2012
obtained from Directorat Genereal of Finance in the Ministry of Home Affairs. Regional
Goverment Budget shows the allocation of expenditure to implement programs of the
local government. That programs will be implemented to encourage regional economic
growth, income distribution, and development in many aspects.

Procedureanalysis steps which were conducted in this study is as follows:

1. Created, calculated, and established contiguity weighting matrix for all locations
across the regency / city of East Java Province. Weight calculation used the
following equation.

_ Sy
Wi = ey @

2. Observed values of standardization as the basis to calculate the value of global

and local moran index.

3. ldentified spatial correlation with the index used the LISA method forming
components of HDI. Moran global index equation is shown in equation.
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Furthermore, moran local index equation is shown in equation (3).
J

4. Created spatial exploration using moran scatterplot and map of components of
HDI.

5. Analyzed of the relationship between the HDI and the budget by using the
General Spatial Model with the following equation.
y=pWy+XB+u
u = 2Wu + £(4)
£~N(0,6%I)

6. Testing the spatial effects that spatial dependency test with the Lagrange
Multiplier method with the foIIowing equation.
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7. Predicted parameters for spatial regression model equation.
B = (X'B'BX)"'X'B'BAy
B=XU-W)'(— AW)X)'X'(I— AW,)'(I - AW)(I — pWy)y (6)
8. Determined the model by using the method of the General Spatial Model in East
Java.

9. Compared HDI actual and prediction of HDI using graphic.

3. RESULT AND DISCUSSION

Local Indicator of Spatial Autocorrelation

East Java is one of provinces in Java. The total area of East Java reaches 47 963 km?
which is divided by two parts. There are mainland of East Java of 42 521 km? and
Madura island of 5422 km?. East Java surrounded by Java Sea, the strait of Bali, Indian
Ocean, and Central Java province.East Java is located at 111.00 to 114.40 east longitude
and south latitude 7.120 to 8.480. Malang has the highest number of regencies. Having a
large number of regencies does not automatically having a larger number of
villages.Regency that hasthe largest number of villages is Lamongan, with 474 villages.
Meanwhile, the region with the greatest land area is Banyuwangi with the total area of
3,606 km?. Population of East Java in 2012 is 38.1 million inhabitants.

East Java Province HDI rateshows fluctuation when measured from before the crisis
until 2012. In 1996 the HDI rate of East Java Province was 65.5 in 1999 it had decreased
to 61.8. Then, in 2002 it increased to 62.64, while in 2005 it increased again to 65.89
which is almost the same position with the condition before the economic crisis.
Furthermore, the HDI in 2008 reached 70.38 and in 2012 it reached the peak on 72.83.
Improved HDI of East Java Province from 2002 to 2012 showed that the stability of the
economic and human development has begun to show signs of improvement and of
course cannot be separated from the contribution of the determining components, such as
Life Expectancy at Birth, Literacy Rates, Mean Years of Schooling, and Gross Income
per Capita. Descriptive statistics of the components of HDI are presented in Table 1.

Table 1
Descriptive Statistics of the Components of HDI in East Java on 2012
Life Literacy Mean Gross Incpme Per
Statistic | HDI Expectancy Rates Years of Capita
at Birth (Percent) Schooling | (thousand r_uplahs
(Year) (Year) per capita)
Minimal | 61.67| 61.70 69.12 4.22 624.05
Maximal| 78.43| 72.80 98.35 10.87 660.38
Average | 71.87| 68.76 90.03 7.69 643.70

Table 1 shows the average HDI in East Java at 71.87 where the lowest HDI located in
Sampang and the highest HDI located in Malang. The health dimension measured by Life
Expectancy at Birth has an average of 68.76 years. The lowest of Life Expectancy at
Birth is located in Probolinggo and the highest located in Blitar. The education
components is measured by Literacy Rates and Mean Years of Schooling. There was an
inequality in Literacy Rates which is the highest Literacy Rates is 98.35% located in
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Surabaya and the lowest Literacy Rates is 69.12% located in Sampang. Mean Years of
Schooling has an average of 7.69 years which the lowest Mean Years of Schooling is
located in Sampang and the highest Mean Years of Schooling is located in Malang. The
standard of living dimension is measured by gross income per capita. Gross lincome per
Capita has an average of 643 700 rupiahs per capita which the lowest Gross Income per
Capita is located in Bojonegoro and the highest is located in Surabaya.Results of
testing global spatial index in the province of East Java using Moran index can be seen in
Table 2.

Table 2
Components of HDI Global Moran Index in East Java in 2012
HDI Components Global Moran Index | P-Value
Life Expectancy at Birth 0.6709 0.0000
Literacy Rates 0.5630 0.0000
Mean Years of Schooling 0.3508 0.0022
Gross Income per Capita 0.3483 0.0024

Table 2 shows that all components of the HDI in East Java, including Life expectancy
at Birth, Literacy Rates, Mean Years of Schooling, and Gross Income per Capita
significant. The fourth component indicates that there is a spatial correlation between
cities/regencieswith neighbouring spatial correlation either negative or positive in the
province of East Java. Distribution of the four components of the HDI in East Java
province with moran scatterplot is shown in Figure 1.

Moran Scatter Plot of Life Expectancy at Birth in East Java Province
68,76

.
72 2 388 27 5‘1
z 2 3°n ‘ﬂf
2 6 * ey ™
IR « 1 ® Rﬂpq
? 1 . ide
13 | 20 2 | @A
2 68 * . -
g
- 22
g 664 * 7
25 % 30 i
é e '.")' .
D 64 - 2
2 -
62 7 e
62 64 66 68 70 72 el

City/Regency

Figure 1: Moran Scatter Plot and Thematic Map ofL.ife
Expectancy at Birth in East Java on 2012

Moran Scatter Plot of Life Expectancy at Birth in East Java shows clustered in first
quadrant, which means that this component has a positive spatial correlation in the
city/regency of East Java Province. Health dimension in the province of East Java
indicated by high value of life expectancy at birth and the value in the surrounding area is
also high. Areas that have ‘high-high’ criteria are Pacitan, Trenggalek, Tulungagung,
Blitar, Kediri, and surrounding areas. In addition, significant regions also occur in third
quadrant, which shows the region with‘low-low’ criteria, including Probolinggo, Jember,
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Bangkalan, Pamekasan, Sampang, and Sumenep. In education dimension, HDI
components indicated by Literacy Rates in Figure 2.

Moran Scatter Plot of Literacy Rates in East Java Province
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Figure 2: Moran Scatter Plot and Thematic Maps of
literacy rate in East Java on 2012

Moran Scatter Plot Literacy Rate in East Java shows the pattern of clusters in first
quadrant, which means that the component has a positive spatial correlation in the
city/regency of East Java Province. Some significant regions in the ‘high-high’ quadrant
on Literacy Rate components are Gresik, Mojokerto, Sidoarjo and Surabaya. This
happens because the area is directly neighboring to the capital of the province of East
Java that have an impact on the surrounding area. While the area around the island of
Madura and Banyuwangi are on the ‘low-low’criteria which means those areas have low
Literacy Rate and are surrounded by other areas with low level of literacy as well. The
education dimension as indicated by Mean Years of Schooling can be seen in Figure 3.

Moran Scatter Plot of Mean Years of Schooling in East Java Province
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Figure 3: Moran Scatter Plot and Thematic Maps of Mean
years of schooling in East Java on 2012

Figure 3 that shows the Mean Years of Schooling in East Java is clustered in fourth
quadrant, indicating outliers pattern. The outlierspattern meansthat those area have short
mean years of schooling, while the surrounding area have high duration. Regions which
have these criteria are Lamongan, Bojonegoro, Madiun, Trenggalek, Blitar, and Malang. In
addition, some regions showed lowmean years of schooling. These areas are Bangkalan,
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Pamekasan, Probolinggo, Sampang, and Situbondo. On the economic dimension of the
HDI which is shown by Gross Income per Capita can be seen in Figure 4.

Moran Scatter Plot of Gross Income per Capita in East Java Province
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Figure 4. Moran Scatter Plot and Thematic Maps of Gross
Income Per Capita in East Java on 2012

In this Gross Income per Capita, the figure indicates the cluster in third quadrant
which is the ‘low-low’ quadrant. Significant regions in East Java Province are
Bojonegoro, Jember, Madiun, Nganjuk, Ngawi, and Tuban. These areas are
geographically so close together and it indicates a spatial effect. Overall, East Java has
low rate in education, economics, and health. The cause of of low numbers HDI-forming
components is due to the location of administrative area and numerous remote areas in
East Java which are far away from the capital city of Indonesia.

General Spatial Model of East Java Province

The results of testing the assumption of spatial dependence in East Java using the
Lagrange Multiplier (LM) test. The test shows that P-Value in East Java Province is
smaller by 10% when compared to a. Based on the initial hypothesis of LM test, it can be
concluded that LM has a significant coefficients. Thus, it can be concluded that there is a
spatial dependence between between HDlamong one region to another neighboring
region in the province of East Java. The presence of spatial dependence in East Java with
GSM model can be formed by the following equation.

9; = 0.48099Wy + 35.3924 + 0.01888 RGC + u @)
u = 0.47396Wu

Formed GSM model in equation (7) has R%adj of 80.12%. The model explains that the
diversity of the HDI variable is 80.12%, while 19.88% is explained by other variables
outside the model. Predicted values are positive parameters independent variables. This
means that one rupiah increase of the Regional Governement Budgete will increase by
HDI by 0.0188 in the province of East Java. The p coefficient is significant with the value
of 0.4809. This value indicates that an area that is surrounded by other n regions, then the
influence of each region in East Java that surrounds it can be measured at 0.4809
multiplied by the average HDI variables in the surrounding region. The coefficient A in
the model is significant with a coefficient of 0.4736. This value indicates that if an area
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surrounded by other regions of n, then the effect of each of the surrounding region can be
measured at 0.4736 times the measurement error in the variables surrounding areas in
East Java. Based on GSM models that form the HDI predictive value in East Java can be
obtained. The results of the comparison between the actual value and the expected value
of the HDI can be shown in Figure 5.
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Figure 5: The Comparison of HDI Actual and HDI Prediciton in East Java

Figure 5 shows the comparison between the results of the estimation approach with
actual HDI data in East Java. This is supported by the average of the difference with the
estimation of actual data of 1.9978. GSM model in East Java involves the whole town
and regency in East Java. The relation between the area and the distance between the
regions neighboring to each other in the region of East Java caused the error formed is
small enough. Hence, it can be said that the GSM model is the proper model for the
province of East Java.

4. CONCLUSION

Distribution of components of the HDI is calculated based on Life Expectancy at
Birth, Literacy Rates, Mean Years of Schooling, and gross income per capita. The fourth
component inferred from spatial dependence. LISA analysis resulted in the spread of IPM
components in East Java. Regencies around Bondowoso, Situbondo, Jember and
Banyuwangi are at the ‘low-low’ quadrant, it means the area and surrounding areas in the
region have a low HDI. It also occurs in regencys on the island of Madura, including
Bangkalan, Pamekasan, Sampang, and Sumenep which haverelatively lower rate of Life
Expectancy at Birth, Literacy Rates, and lower Mean Years of Schooling. High HDI
component is dominated by the area around the city of Surabaya. This is due to the city of
Surabaya is the capital of the province of East Java that has adequate facilities and
infrastructure to develop the quality human resources. The relationship between the HDI
with the Regional Government Budget was analyzed using the GSM model. GSM model
shows the results of the estimation of HDI data approach the actual data to estimate the
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average difference of 1.9978 so it can be said that the GSM model is appropriate to
beimplemented in the province of East Java.
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ABSTRACT

The objectives of this research was to create a mobile learning (m-learning) as an
alternative of learning in the subjects Statistics. M-learning programs by using mobile
devices (mobile phone) will be able to be an exciting learning media, especially for
subjects that still abstract and need explanation by simulation. Learning can be done
anywhere and anytime. Platform was used to create m-learning applications was
FlashLite 3.0. The samples were the students of Mathematics Education of PGRI Adi
Buana University that took a Statistics Course at even semester 2013-2014 with a total of
43 students. The difficulties in Statistics Course often exist on Hypothesis Chapter. So
this m-learning research discussed the hypothesis testing of the mean and hypothesis
testing of two means. Students are given learning to m-learning and learning outcomes
tested before and after utilizing m-learning applications. Most of the students stated that
the applications could improve the understanding of the subjects and interesting to learn.
The result of Wilcoxon test has p-value = 0.000. This shown that the average value of the
students before and after using the m-learning was significantly different. It turns out that
mobile learning can improve students learning outcomes to be better.

KEYWORDS
Flashlite, hypothesis testing, learning outcomes, wilcoxon tes.

INTRODUCTION

The development of Information and Communication Technology (ICT) very rapidly
have affected various areas of human life, including in the field of education that is often
referred to as e-learning. E-learning is learning that uses electronic circuits (LAN, WAN,
or the Internet) to deliver learning content, interaction, or guidance. There also interpret
the e-learning as a form of distance education is done via the Internet [4]. E-learning still
has the disadvantage that requires users to deal with Personal Computer (PC) connected
to the internet. As a solution of the shortage of e-learning is developed learning through
mobile devices are referred to as mobile learning (m-learning).

M-learning is a learning method using mobile devices such as mobile phone/
smartphone, ipad or PDA. One mobile device applications for the development of
m-learning is by using FlashLite 3.0. This application is an application with the Flash
platform that is widely used because of the ease programming based WYSIWYG (What
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You See Is What You Get). Therefore, the combination of mobile learning and web-
based e-learning is expected to facilitate the learning process will be.

In the course of Statistics, the lecture usually uses the common method that
sometimes makes students saturated. Mobile learning can be an alternative method of
learning to the material in the course of Statistics attract more students. M-learning was
developed with multimedia format by presenting text, images, audio, and animation.
Mathematical concepts in statistics courses can be visualized with simulation and can be
applied in mobile phone. The concept of m- learning is expected to promote the
establishment of active learning, innovative, creative, effective and fun. Potential and
prospects for the future development of mobile learning is open wide given the tendency
of society increasingly dynamic and mobile as well as the demands of quality education
and diverse.

Mobile learning is given, turned out to be a new medium for student learning. The
objectives of this research was to create a mobile learning (m-learning) as an alternative
of learning in the subjects Statistics, especially in hypothesis testing chapter.

METHODS

The samples are the students of Mathematics Education of PGRI Adi Buana
University that take a Statistics Course at even semester 2013-2014 with a total of 43
students. The number of students are 23 from class A and 20 from class B.

M-learning applications are created using Flashlite 3.0 with the material in
Hyphotesis Testing Chapter on the subject of Statistics, which is testing the hypothesis of
the mean and hyphotesis testing of two means. The Students are given m-learning. Then
the students were given a questionnaire about m-learning applications that have been
created, which includes three aspects of the assessment, the software aspects
(ergonomics, communicative, completeness), aspects of instructional design (attractive,
easy to understand, benefits) and visual communication aspects (graphic visual,
animation, color composition). Testing learning outcomes before and after using the
m-learning is tested by using paired t test or wilcoxon test.

SYSTEM DESCRIPTION

System description m-learning of hypothesis testing chapter that used shown in
Figure 3.1

Menu Utama Materi
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. DuaRata-Rata
. Panduan

. Keluar

Simulasi

Soal dan Pembahasan

oW e

Cara Baca Tabel

Kembali ke Menu

Kehiar

Figure 3.1: System design of m-learning application
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Based on the above design, the first application on mobile phone will display a splash
screen followed to the main menu. In this main menu the user can choose the option of
learning consisting of Hypothesis testing of the mean, Hypothesis testing of two means,
guides and exit. After that, the user can select the sub menu options consist of materials,
simulations, and discussion about and how to read the table. From the sub- menu, the user
can exit or return to the main menu.

SOUND DESIGN

In this application, the voice used for the application to be interesting and not boring.
File used *.mp3 format. This sound file is used for background sounds and sound effects
are also key to explaining tutorials on hypothesis testing. By using sound, the user can
more easily understand the material provided.

INTERFACE SPLASH SCREEN AND MAIN MENU

The initial appearance before entering the main menu is the welcome splash screen.
There are four choices in the main menu i.e. one mean, two means, guides and exit.
Display the main menu are as follows:
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e

mm‘
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Figure 3.2: The Main Menu Design

If the user selects the menu one mean, it will be associated with the following sub-
menus:

Figure 3.3: Design Sub Menu of Hypothesis Testing of one mean
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Sub menu of the hypothesis testing of one mean has 4 buttons, namely material,
simulation, problem and how to read table. In sub- menu contains explanations related to
the hypothesis testing of one mean. Part of the sub menu materials are as follows:

Apa benar ya nilai rata-rata
mata kuliah Statistika di
kelas ini adalah 80?7

e » & @A)

Uji rata-rata untuk satu
sample merupakan
prosedur uji untuk sampel
tunggal, yaitu rata-rata

Nah, berikut tahapan
pengujian hipotesis:

1. Rumuskan Ho dan H1

suatu variabel tunggal 2. Tentukan tingkat
dibandingkan dengan nilai
Konstanta tertentu. signifikansi alpha
3. Tentukan Statistik Uji
4. Tentukan daerah
Misalnya pada ilustrasi
sebelumnya, nilai penolakan Ho

5. Ambil kesimpulan

konstanta yang akan diuji
adalah 80.

Konstanta

Untulc R e e Rata-rata d s
hipotesis yang dapat atata ceta ang diuji
dibentuk adalah: —— \._

Ho:p=80 -

H1:p#80 _ X ,U 0

Statistik uji / Z hitung: Ziytung Z Tabel, ')
X — M /. NV
= Jjika Znitung > Zaber maka Tolak .\
4 Ho sebaliknyajika Stardey

deviasi

Zhiung< Zuve Maka terima Ho

@ & A

Figure 3.4: The contents of sub menu materials

Other keys are simulation button. In the simulation button is explained with examples
of questions and then the solution is accompanied by animation normal table. In normal
table animation, students will know the extent of the area on the normal curve.
Simulation in reading normal table is also accompanied by the " play" then table will
move itself in accordance with the desired value. If the observed direction of movement
of the table, then the student will know the extent of the value of Z in question. Display
Flashlite application if the user selects a button Simulation is as shown in the following

figure.
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Contoh Soa: STANDARD NORM

g Dosen meny z .00
bahwa rata-rata IPK Terima Ho
mahasiswa kelas A adalah PLAY 0.0 .50000
ok g 0.1 | .53983 tolak Ho
d terseb! bil
dosm 02 | 57926 !
dren e T 0.3 | 61791 L0015 7
nya a ,01. jan
standar deviasl” sebssar 1, 0.4 | 65542 tN
Buktikan anggapan dosen 69146
tersebut! .

’

Hipotesisnya adalah: Nilai Z hitung berada di area
Ho:p=3 terima Ho, sehingga dapat
H1:p>3 dikatakan bahwa rata-rata IPK
mahasiswa adalah 3. Jadi
Statistik Ujinya adalah: kurang tepat jika dosen
— tersebut mengatakan bahwa
/= X—p, ratatata IPK  mahasiswa
ST 7 adalah lebih dari 3.
Jn I
dengan memasukkan nilai X=3,01 A F
po=3,0=1 dan n =30 maka

NILAIZ = 0,05

Figure 3.5: The contents of sub menu simulation

Meanwhile, if the user selects a button QUESTIONS, it will appear about as follows.

TES AKHIR

Anda siap mengikuti test?

[ sjap! |

£
Figure 3.6: Start display of sub menu Questions

There are 5 questions given. Each was given a score of 1 so that if the user answered
everything correctly, then the user will get a perfect score of 5. Here's one of questions in
the sub menu.
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TES AKHIR
Soalno 1

Berapa luasan yang

ditunjukkan Tabel Z untuk Z <
1,457

2] 0,92647
0,92476
0,92764
] 0,92667

L+ O]
Figure 3.7: Display of sub menu end of question
Here are two possibilities animation of the user answered.
Kunci jawaban © a Kunci jawaban : b

I
Figure 3.8: The display of two possibilities of the users answer true or false

After the user completing 5 questions given it will show the results of the overall
response. There are 3 possible outcomes answer.

Table 3.1
The results of the overall response
vo | NMEERQUESTION | srarus
1 0-3 LESS
2 4 MODERATE
3 5 PERFECT

If the result is less than the display will tell the user “you have to learn again”. If there
are one wrong answer then the display will tell the user “learn again™. If all of the
answers are correct then the display will tell the user “your answer is perfect”.
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Jawaban anda : Jawaban anda : Jawaban anda :
Benar =3 Benar =4 Benar =5
Salah =2 Salah =1 Salah =0
Anda harus belajar lagi! Masih ada salahnya, belajar lagi Jawaban Anda sempurna
va!

i
e

Figure 3.9: Display Comments of Final Results

The last sub menu is HOW TO READ TABLE. This is made because many students
who cannot read Z Table. The display of this menu is in Figure 3.10.

CARA MEMBACA TABEL Z

Bagaimana Cara Berapa peluang /
meﬂ?baca Tabel Z? luasan kurva normal STANDARD NORN
Berikut akan kita untuk Z<0,11 ? Z 00
" 0.0 | 50000
0.1 .53983
0.2 .57926
0.3 61791
0.4 .65542
0.5 69]46
[« » o afe » & &
RAMEMBACA TABE CARA MEMBA Z BACA. TA
Sekarang. Berapa
peluang untuk Z<1,2? STANDARD NORM
y A .00 Y PY
/ N Lo 0.0 .50000
0.1 .53983 v
— 0.2 | .57926
0.3 | 61791 GIMANA? Udah bisa
PLAY 0 4 .65542 kan baca le;l z
69146 SEMANGAAT!!!

(e o e m]e o e ale e

Flgure 3.11: The Display of How to Read Table

The displays were adjusted according to the students so as not boring and close to the
characteristics of the students. Therefore, the results of this application would be
evaluated based on the advice and input of students as part of the user. Here are the
results of student assessment to flashlite application of various aspects.

The questionare result in general, the students explained that the application was
made is good. However, it should be improved, especially in terms of sound, in order to
become more perfect. It also needs to be a more complete explanation of the material so
that users clearly understand.
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Table 3.2
Descriptive of Sofware Aspect, Design Learning Aspect
and Communication Visual Aspect
Aspecs Total | Percentage
Software Aspect
1. Ergonomics aspect

- Less easy 1 1.3

- Easy 30 69.8

- Very easy 12 27.9
2. Communicative aspect

- Less communicative 2 4.7

- Communicative 34 79.1

- Very communicative 7 16.3
3. Completeness aspect

- Less complete 14 32.6

- Complete 27 62.8

- Very complete 2 4.7

Design Learning Aspect
1. Attractive aspect

- Less attractive 1 2.3

- Attractive 25 58.1

- Very attractive 17 39.5
2. Easy to understand aspect

- Less easy 3 7.0

- Easy 32 74.4

- Very easy 8 18.6
3. Benefits aspect

- Usefull 23 53.5

- very usefull 20 46.5

Communication Visual Aspect
1. Visual Graphics aspect

- Lessgood 9 20.9

- Good 29 67.4

- Very good 5 11.6
2. Animation aspect

- Less attractive 9 20.9

- Attractive 29 67.4

- Very attractive 5 11.6
3. Color composition aspect

- Less good 8 18.6

- Good 32 74.4

- Very good 3 7.0

The test results of the application of learning material overall hypothesis testing are
shown in Table 3.3. All test cases have status OK
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Table 3.3
The result of testing the application m-learning
Test cases Result Status
Splash Screen Animation goes well OK
Main Menu Animation goes well and the button works well OK
Sub Menu: One mean | Button has been going well and right connected OK
Sub Menu: Two mean | Button has been going well and right connected OK
Simulation Tutorial and button have been going well OK
Material Tutorial and button have been going well OK
Test 5::\;,(:?:'5 successfully display and can check the user OK
How to read table Tutorial has been going well and button can be OK
executed
Exit Exit button is functioning well OK

LEARNING OUTCOMES TEST

Testing the normality of learning outcomes before and after using m- learning
applications with Kolmogorov Smirnov Test. The result Normality test show that
learning outcomes before and after both are not normally distributed, as a result both
have p-value < 0.01, where the value is less than the value of o =5 %.

Therefore, the data are not normally distributed, the Wilcoxon test was used. The test
result show that p — values= 0.000. This shows that the average learning outcomes of
students before and after the use of mobile learning is different. The average value,
appears that the learning outcomes of students after using m-learning applications is
higher than before using m-learning.

WEBSITE DISPLAY

Flashlite application that has been created is uploaded on the web. This website aims
to provide easy, especially for students so that students can access the course material
with easy and effective. In addition, mobile learning applications using Flashlite can also
be copied in the phone and downloaded for free. This site is also designed for lecturer to
monitor the material that will be presented to students. It will be a two-way learning
because students are al